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e The COMPSs framework
e The VENUS-C platform

* COMPSs and Azure
* Application evaluation
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‘\Ienus I} Goal of This Work

s USng Cloud in

(d COMP Superscalar (COMPSs) is a programming framework that provides a
programming model and a runtime that ease the development of
applications for distributed environments and their execution on a wide
range of computational infrastructures.

e COMPSs has been recently extended in order to be interoperable with
several cloud technologies like Amazon, OpenNebula, Emotive and
other OCCI compliant offerings.

[ Goal: This work presents the extensions of this interoperability layer to
support the execution of COMPSs applications into the Windows Azure
Platform.
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User code
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&ue“us_c VENUS-C: Supporting the Long Tail of Science

Vinual mukidisciplingry EnvicoNments USing Cloud infrastruciures

Structural Building Data for Civil

Analysis for Information Science - Protection S
Civil Management AquaMaps and
Engineering Emergencies

COMPSs in VENUS-C allows the easy porting of scientific applications to Clouds
*  Minimum effort required to the user

* No need of change for an already existing COMPSs application

* Provides elasticity features

* Execution results demonstrate scalability




The VENUS-C Platform
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Vinua

1. VMs are created on demand through the
actual cloud adaptor

2.  The COMPSs application is remotely
executed through SAGA and the data is
staged in

EINE RS

3. The tasks are executed on the worker
nodes

Thread pool

Cloud Provider Adapter
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Venus-C Azure Java GAT Adaptor
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‘\Ienus [: Azure GAT Adaptor: Sub components
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O The Azure JavaGAT Adaptor enriches COMPSs with data management
and execution capabilities that make it interoperable with Azure and
implemented using two subcomponents.

d Data management is supported by a subcomponent called Azure File
Adaptor.
Read and write data on the Azure Blob Storage (Blobs), to deploy the
libraries needed to execute on Azure and to store the input and output
data (taskdata) for the tasks.

d The Azure Resource Broker Adaptor, on the other side, is responsible for
the task submission.
Following the Azure Work Queue pattern, this subcomponent adds into
a Task Queue the tasks that must be executed on an Azure resource by a
Worker. In order to keep the runtime informed about each task
f\gexecuﬁon, the status of the tasks is updated in a Task Status Table.
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Venus-C Azure GAT Adaptor: Exec. mechanisms

Vinua mukidisciplingry EnviroNments USing Cloud infrastruciures

O Windows
D Azure

COMPSs

SSH GAT
Adaptor

outputl




Venus-C  Azure GAT Adaptor: Architecture
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‘\IBI]IIS [: Evaluation: Goals
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O Evaluating the performance of Azure GAT Adaptor through the execution
of a classier-based workflow application on a pool of virtual servers

hosted by Microsoft Cloud datacenters.
e Scalability that can be achieved through the parallel execution on a

pool of virtual servers.

 Evaluating the performance of the workflow application in a hybrid

scenario
* A private cloud environment managed by Emotive Cloud middleware

* A public cloud testbed made of Azure instances
* An hybrid configuration using both private and public clouds

.
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Fig. 4. Execution time and speedup values depending on the number of processors.




‘VBIIIIS E Conclusions
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d COMPSs is platform unaware programming model that simplifies the
development of applications in distributed environments

*Transparent data managemet, task execution
*Parallelization at task level
*Independent of platform: clusters, grids, clouds

d The Azure adaptor extends COMPSs interoperability

 The proposed approach has been validated through the execution of a
data mining workflow ported to COMPSs and executed on a hybrid
testbed composed of a private cloud in VENUS-C

O Future work includes the support of the dynamic resource provisioning
in Azure and enhancements to the Azure JavaGAT adaptor to optimize
data transfers among different clouds, and the possibility to specify input
files already available on the Azure storage.
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