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Agenda

● Supercomputing in the cloud
● Application to computational chemistry

● Computational discovery for brain science 
● Brain science 101
● Simulating sleep-wake cycles

● Lessons learned, random musings
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~50K cores
~6.7K EC2 instances
$4,828.85 per hour
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Exacycle
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G-Protein Coupled Receptors (GPCR)

● GPCRs enable the exchange of molecules between cells and 
their environment.

● 40% of pharmaceuticals target GPCRs.

Picture of transmembrane protein and confirmation change



  

Dynamics of GPCRs
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Experience with GPCR Simulations
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Brain Simulation Case Study

● Brain science 101

● Simulating sleep wake cycles in the cat brain.
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Axon Hillock

Animal Neurons(M) Neuron-M 
per brain-g

Sea slug           0.01

Mouse           4 10

Cat        300 10

Human 100,000 71.4
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Synapses Connect Neurons
#synapses ~ 1,000 X #Neurons
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Examples of High Level Brain Wirings
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Mapping Function to Brain Anatomy
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Brodmann's Areas in the Human Brain

Primary visual cortex (V1)

Primary somatosensory

Primary motor cortex

Secondary visual cortex (V2)

Associative visual cortex (V3, V4)
 Anterior prefrontal cortex
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Details of Sensory Motor Areas
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● Can a brain simulation reproduce sleep-wake cycles?

● Model
● Point model of 65K neurons
● Statistical model of neural circuits
● Calibrate from empirical data
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Model Parameterizations

● Neurons (65K)
● Ion channels, propagation delays, types

● Synapses (~65M)
● Neurotransmitter, weights on neurons, connections

Hundreds of parameters!!!



18

Models of Neuron Firings
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Thalamus

Reticular 
nucleus

Layers of
Visual cortex



20

Movie Time!
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Study Summary
● Discovered simulation parameters that: (a) are 

consistent with empirical sleep-wake cycles and (b) 
satisfy a set of biological constraints.

● But...
● Is the model over-fitted?
● Very time-consuming to explore the parameter space to 

determine if there is a consistent parameter set.
● Ad hoc methodology

– How systematically build model?
– How diagnose model errors (e.g., concept of diagnostics 

in statistics)?
● Little engineering rigor

– No concept of tests that relate simulation results to 
biology
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Why Science in the Cloud?

● Burst capacity
● Access to many thousands of cores

● Reproducibility
● Investigators use the same computational tools and 

data

● Sharing
● Build on the results of others

● Efficient use of scarce research dollars
● Avoid investments in infrastructure with a short lifetime
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System Challenges

● Fine grain parallelism on a commodity infrastructure

● Low friction scaling
● Scientists should focus on science not programming 

distributed systems.
● Interactive exploratory analysis at scale.

● Introspective batch processing.

● Multi-cloud support
● Data are big & distributed
● Commercial science requires both public and private` 

clouds
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Science Methodology Challenges

● Systematic model development that is calibrated with 
empirical data

● Testing methodology

● Integrate models at multiple levels of granularity

● Standardized schemas so can share data
● But accommodate rapid evolution of knowledge

● Create a culture of software engineering among 
scientists
● Software is the lab notebook for computational 

discovery
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