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Three uses of machine learning

I Paradigm 1 [learn then deploy]:
“ML produces an artifact. People deploy it in real life.”

I Paradigm 2: [deploy and learn]:
“People deploy an artifact that learns in real life.”

I Paradigm 3: [learn from the machines]:
“ML teaches us about our own thinking.”



My view

I Paradigm 1 [learn then deploy]:
Often harder than we expect.
(“Past performance is no guarantee of future results.”)

I Paradigm 2: [deploy and learn]:
Worth researching, but hard because of the nature of networks.

I Paradigm 3: [learn from the machines]:
Old-fashioned AI view—still valuable!



Paradigm 1: Sprout (NSDI 2013) in publication

Sprout, NSDI 2013 (figure 7)



Paradigm 1: Sprout in real life in America

Stanford Pantheon result (July 31, 2018, T-Mobile in California),
https://pantheon.stanford.edu/result/3455/



Paradigm 1: Sprout in real life in India

Stanford Pantheon result (August 1, 2018, Airtel in New Delhi),
https://pantheon.stanford.edu/result/3474/



Paradigm 1: Vivace (NSDI 2018) in publication

Vivace, NSDI 2018 (figure 7)



Paradigm 1: Vivace in real life

Stanford Pantheon result (August 1, 2018, AWS Brazil-HostDime Colombia),
https://pantheon.stanford.edu/result/3470/



Paradigm 1: Pensieve (SIGCOMM 2017) in publication

Pensieve, SIGCOMM 2017 (figure 11)



Paradigm 1: Pensieve in reproduction

Stanford CS244 student project,
https://reproducingnetworkresearch.files.wordpress.com/2018/07/recreating pensieve.pdf



Paradigm 1: BBR (ACM Queue 2016) in publication

“BBR converges toward a fair share of the bottleneck bandwidth whether competing
with other BBR flows or with loss-based congestion control. [...] Unmanaged router
buffers exceeding several BDPs, however, cause long-lived loss-based competitors to
bloat the queue and grab more than their fair share.”

https://queue.acm.org/detail.cfm?id=3022184



Paradigm 1: BBR in independent evaluation

Cubic vs BBR over a 12ms RTT 10G 
circuit

Geoff Huston, TCP and BBR, RIPE 76 (May 2018)
https://ripe76.ripe.net/presentations/10-2018-05-15-bbr.pdf



Paradigm 1: BBR in independent evaluation

Why not use BBR?

• Because it over achieves!

• The classic question for many Internet technologies is scaling 
– “what if everyone does it?”
– BBR is not a scalable approach
– It works so well while it is used by just a few users, some of the time
– But when it is active, BBR has the ability to slaughter concurrent 

loss-based flows
– Which sends all the wrong signals to the TCP ecosystem

• The loss-based flows convert to BBR to compete on equal terms
• The network is then a BBR vs BBR environment, which is unstable

Geoff Huston, TCP and BBR, RIPE 76 (May 2018)
https://ripe76.ripe.net/presentations/10-2018-05-15-bbr.pdf



Paradigm 1: BBR in independent evaluation

Is this BBR experiment a failure?

Is it just too ‘greedy’ and too ‘insensitive’ to other flows to be 
allowed out on the Internet to play?

– Many networks have been provisioned as a response to the 
aggregate behaviours of loss-based TCP congestion control

– BBR changes all those assumptions, and could potentially push 
many networks into sustained instability

– We cannot use the conventional network control mechanisms to 
regulate BBR flows
• Selective packet drop just won’t create back pressure on the flow

Geoff Huston, TCP and BBR, RIPE 76 (May 2018)
https://ripe76.ripe.net/presentations/10-2018-05-15-bbr.pdf



Paradigm 1: BBR in independent evaluation

Where now?

BBR 2.0
– Alter BBR’s ‘sensitivity’ to loss rates, so that it does not persist with an 

internal bandwidth delay product (BDP) that exceeds the uncongested BDP
This measure would moderate BBR 1.0’s ability to operate for extended periods with 
very high loss levels

– Improve the dynamic sharing fairness by moderating the Bandwidth Delay 
Product by using an estimated ‘fair’ proportion of the path BDP

– Accommodate the signal distortion caused by ACK stretching middleware
– Place an upper bound on the volume of in-flight data
– Alter the +/- 25% probe factors dynamically (i.e. allow this to be less than 

25% overload)

Geoff Huston, TCP and BBR, RIPE 76 (May 2018)
https://ripe76.ripe.net/presentations/10-2018-05-15-bbr.pdf



Paradigm 1: Google Flu Trends

Proposal (2008): train a model to predict flu incidence from
historical search engine queries. Then deploy the model to predict
flu in advance of the government.



Nov. 11, 2008 announcement

Keith Winstein keithw@mit.eduMIT CSAIL

The 2012–2013 Divergence of Google Flu Trends



Google Flu Trends plot as of today

(http://www.google.org/flutrends/about/how.html)

Keith Winstein keithw@mit.eduMIT CSAIL

The 2012–2013 Divergence of Google Flu Trends



Most of plot is training data

(http://www.google.org/flutrends/about/how.html)

Keith Winstein keithw@mit.eduMIT CSAIL

The 2012–2013 Divergence of Google Flu Trends



Large divergence (3.7×) in New England (HHS region 1)
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The 2012–2013 Divergence of Google Flu Trends



Paradigm 1: spam filtering

SpamAssassin (spam filtering engine):

I Anybody can propose a spam-filtering algorithm.

I Central party learns best weights based on predictive power of
each algorithm.

I Weights are then deployed in the field.



Paradigm 1: spam filtering

I 2007: a rule is added

I Rule: “Does the year match 200x ?”

I Catches a lot of spam.

I Extremely low false-positive rate!

I (but. . . big surprise on 1/1/2010)



The lesson? (paradigm 1)

Learn-then-deploy is a challenging pattern,
and empirically it’s easy to fool ourselves into
premature declarations of success.



Paradigm 2: deploy and learn

I Proposal: Build systems that learn continuously, online.

I Directly observe operational figure-of-merit over time.

I React quickly to real-world changes.



QUIC, SIGCOMM 2017 (figure 6)

Real systems learn over time: baby robot, car, etc.



Challenges of network learning

But classical results indicate challenges to learning when

I . . . information is distributed. Dec-POMDP is undecidable.

I . . . compute and data are in different places.

I . . . agents are adversarial (congestion control, routing, traffic
engineering, security).

All of these scenarios are characteristic of networks.



What if information is distributed?



What if the scenario is adversarial?

Burr’s conjecture (Schapira and Winstein, HotNets 2017)

It is impossible for a decentralized congestion-control
scheme that greedily optimizes an objective function
whose only input is the fate of its own traffic to be glob-
ally asymptotically stable over a network with shared
DropTail queues.



What if compute and data are separated?
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What if compute and data are separated?

DNN B
layers 1 to N

DNN layers

Training
DNNs are fine-tuned for each device; 

updates are delta compressed 
relative to DNN on each device.

Video frames selected 
for training are sent to 

the cloud.

DNN A
layers 1 to N
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What if compute and data are separated?

0 200 400 600 800 1000 1200

On-Device Compute (ms / frame)

1

10

100

1K

10K

100K

1M

10M

100M
D

at
a 

R
at

e 
A

cr
os

s 
S

p
lit

 (b
yt

es
 /

 fr
am

e)
DNN intermediates (FP32)

DNN on device

DNN in cloud best prior approaches

useful trade-off region



The lesson? (paradigm 2)

Deploy-and-learn can be great, but
networked systems present unique and
interesting challenges worthy of research.



Paradigm 3: learn from the machines

Independent of ML’s utility in deployment, machine learning can
help us understand why systems ought to be the way they are.

Human: These are our requirements and objectives and
design rules—what’s the best system?

Machine: How about this?

Human: That’s crazy! But, it does meet the requirements.
Hmm. . .



The lesson? (paradigm 3)

I Teaching something is the best way to learn anything.

I The dumber the student, the better the teacher learns.

I Machines are very dumb. Therefore. . .

Teaching machines to learn to design systems is the best way
for us to learn to design systems.



My view

I Paradigm 1 [learn then deploy]:
Often harder than we expect.
(“Past performance is no guarantee of future results.”)

I Paradigm 2: [deploy and learn]:
Worth researching, but hard because of the nature of networks.

I Paradigm 3: [learn from the machines]:
Old-fashioned AI view—still valuable!

Keith Winstein (keithw@cs.stanford.edu)
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Transition or demo slide option 3

Subhead can go here



Thank you!




