Machine Learning for Humanitarian Data

Motivation

e There is a need for data interoperability
and standardization for humanitarian data

e However, labor-intensive process of data
labeling requires crisis responders to
spend hours wrangling data instead of
assisting with relief efforts
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Fig.1 Red Cross disaster response team structure -- 2 remote
information specialists coordinate with a team lead and first responders

American
Red Cross

e \We propose a deep learning solution to
improve efficiency in crisis response

Project Goals

e The Humanitarian Data Exchange (HDX), an
open data platform to store humanitarian
datasets, uses the Humanitarian Exchange
Language (HXL) to tag data columns

e The goal for the collaborative project is to
build a machine learning model to add HXL
header tags to over 6,000 untagged
datasets, as well as create a tool to predict
tags in real-time for new unseen datasets.

HXIL. Standard

Places Responses and other operations
#region multi-country area (e.g. Sahel) #org
#country country or country-like entity #contact
#admi...#adm5 adwinistrative subdivision #sector
#subsector
#activity
#output
#frequency
#capacity
#access
#operations

humanitarian organisation
contact info for a person or org
humanitarian sector or cluster
humanitarian subsector
programme, project, efc
activity output or ontcome
how often something happens
response capacity (e.g. # beds)
access to a place or resource
any other operational info

version 1.1

e.g. #adm2 +name  admin level 2 name

e.g. #adm2 +code
#loc place (e.g. camp, town, clinic)
#geo geographical information

e.g. #geo +lon longitude

admin level 2 p-code

Surveys and assessments
#indicator
#respondee
#population
#affected

e.g. #affected +f
#inneed
#targeted
#reached
#beneficiary
#item
#need

atd indicator name/ value/ code
person/ household/ ete. surveyed
total peaple/ households
number affected

‘/l-’///zl/(" /)wp/c' affected
number in need of help
number targeted for help
number reached with help
info about a beneficiary group
thing stored, provided, sold, et
thing req’d by affected people
service used by affected people
crisis or event impact

Cash and finance

#value money value (eg. price, budget)
#currency financial currency in use
#modality main aid category (e.g. cash)
#channel delivery means (e.g. smartcard)

Humanitarian Exchange Language

nxlstandard.org

Crises, incidents, and events
#crisis primary crisis name/ code
#event sub-incident within a crisis
#group non-relief actor (e.g. militia)
#service #cause Crisis or event cause
#impact #severity Crisis or event severity

Misc. #date daze or period #status eg. “active” #description general text #meta gen. metadata

HHXL

Fig.2 HXL Postcard providing an overview of the HXL standard by topics
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Data Cleaning and Scraping

Data Cleaning, Web Scraping, Preprocessing

HDX Database

All currently tagged datasets Di
extracted from HDX
D1 ) Dn
Datasets of similar structure
—p were discarded as to not ovefit
our data

Preprocessing HDX Datasets

e |ower-casing all words

e Removing extraneous whitespace and
punctuation marks

Processed Input to Train the Model
Header Tag Attributes Data Dataset Name Organization
startdate |date [ *mtarp?] ['2009-10-01", ... ,'2008-10-01"] [XXX.csv OCHA FTS
funding value | *tundine™ . “tetal*. *usd"] (["2HI2%, . ; “G63389" | XXX.csv OCHA FTS

Fig.3 Preprocessing pipeline to transform raw input datasets from HDX into training dataset

Tag Prediction Pipeline

Multilayer Perceptron Classifier (MLP), FastText Embeddings

Model Design

e The model was trained with our processed
input using headers, first seven rows of
data and organization name as features

e We employed MultiLayer Perceptron (MLP)
classifier with RelLU activation layers, a
learning rate of 0.001, epsilon of 1e-08 and
hidden layers of size 150

Organization O1 fastText

HXL Tag-Predict APl suggests header tags for each dataset column

e The model was trained and tested against a
test size of 33% of the input sample of 3659
datasets

Word Featurization and Encoding

e FastText, a Facebook Al Research (FAIR)
library for efficient learning of word
representations, was used to encode the
features and stack input word embeddings
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Fig.5 Model Architecture of FastText for a sentence with N n-gram features. The features
are embedded and averaged to form the hidden variable.

e FastText uses a hierarchical softmax that
takes advantage of the unbalanced
distribution of the classes to speed up
computation

e Similar to Word2Vec, FastText uses
Continuous Bag-of-Words and Skip-Gram for
word representation learning, but instead of
feeding individual words into the neural
network, FastText breaks words into several
n-grams allowing rare words to be
represented more appropriately as well

Post-processing
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\ Fig.4 Tag Prediction Pipeline: the classification architecture contains preprocessing, encoding, modeling, and postprocessing sections
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Results

e Using the header, organization name and the
data content as features in the model, we
obtained an accuracy of 94.3% using the MLP
Classifier on the holdout test set.

e \We perceive a roughly 15% improvement
compared to the previous model which had an
~80% accuracy on its test set.

e The accuracy of the model was tested against
multiple Sci-Kit Learn classification algorithm
implementations and reached the highest
accuracy with the MLP Classifier

Classifier Accuracy Hyperparameters
K Nearest Neighbors 90.4% K=3
MLP Classifier 94.3% hidden layers = 150
Random Forest Classifier 67.7% max-depth =5
Naive-Bayes Classifier 62.5%

Fig.6 Tag-Prediction Model accuracy by classifier

Continuing and Future Work

e Data skew: We expect accuracy to be lower
on tags that do not appear in the training set

e Mitigate false predictions: Postprocessing in
which we compare predictions with weak
confidence levels against common header-tag
mappings

e HXL Dashboard Integration: HXL tags enable
the development of an Ul for graphical data
comparison, quick analysis and interoperability

e Attribute Prediction Model: Improvement on
a follow-up model to predict the additional HXL
attributes for each header

e ONNX: Open Neural Network eXchange
Exporting and continuing to optimize our model
for real time inference performance using the
ONNX model format
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