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Abstract
Unreliable chips tend to form spatial clusters on semiconductor wafers. The spatial

patterns of these defects are largely reflected in functional testing results. However,

the spatial cluster information of unreliable chips has not been fully used to predict

the performance in field use in the literature. This paper proposes a novel wafer yield

prediction model that incorporates the spatial clustering information in functional

testing. Fused LASSO is first adopted to derive variables based on the spatial distri-

bution of defect clusters. Then, a logistic regression model is used to predict the final

yield (ratio of chips that remain functional until expected lifetime) with derived spa-

tial covariates and functional testing values. The proposed model is evaluated both

on real production wafers and in an extensive simulation study. The results show

that by explicitly considering the characteristics of defect clusters, our proposed

model provides improved performance compared to existing methods. Moreover, the

cross-validation experiments prove that our approach is capable of using historical

data to predict yield on newly produced wafers.
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1 INTRODUCTION

Semiconductor manufacturing is a complex and elaborate

production process. Starting from wafer substrates, a typical

semiconductor manufacturing process consists of hundreds of

steps, through which small functional units called chips are

produced for a broad range of applications. Figure 1 presents

an outline of this process. To monitor and control the quality

of chips on a wafer, a series of functional testing opera-

tions must be performed following the completion of wafer

fabrication.1 Functional testing, such as the walking I/O test

and checkerboard test for memory chips, intends to verify and

ensure the functionalities of chips. Different types of faults

may affect the functionality of a chip. For example, a memory

chip may suffer from an address decode fault, coupling fault,

and so on. Consequently, each memory chip may be reported

with a certain number of defects. A chip is then classified

as either defective or nondefective based on its reparability,

and only nondefective chips are further processed, packaged,

and mounted in downstream products to perform designated

functions, such as memory modules. During field use, an

unreliable chip may fail before its expected lifetime. In this

case, product quality and customer satisfaction are affected.

Therefore, chips that are destined to fail in the future should be

identified and discarded in early production. On the basis of

domain knowledge and expertise, engineers believe that chips

that perform poorly in functional testing are more likely to fail

in field use.

Several works on modeling the production yield are intro-

duced in Section 2. They treat yield as the ratio of functional

chips after each test step. Here, we define the ratio of chips

that do not fail before their expected lifetime in field use as

yield, and the chips that fail before their expected lifetime as

failed chips, which is not exactly the same as the common

definition in the literature. In practice, such yield information

is difficult to obtain from chip manufacturers and therefore

not well studied in the literature. In our research, we collab-

orate with a memory manufacturer; experienced engineers

provide the predicted status of each chip as pass or fail by

combining various lab testing data or burn-in experiments

Qual Reliab Engng Int. 2017;33:2327–2342. wileyonlinelibrary.com/journal/qre Copyright © 2017 John Wiley & Sons, Ltd. 2327

https://doi.org/10.1002/qre.2192


2328 DONG ET AL.

FIGURE 1 Outline of the semiconductor manufacturing process

FIGURE 2 An example of a wafer bin map [Colour figure can be viewed at wileyonlinelibrary.com]

data1,2 and failure mechanism analyses. Because such analy-

ses are labor consuming, it is of great interest to develop a

statistical model to predict final wafer yield based on func-

tional testing results that are available in early production

stages.

Yield data collected after field use (or provided by engi-

neers in this study) are represented in the form of a wafer bin

map. An example of a wafer bin map is presented in Figure 2;

the BIN code is 0 if the chip lasts longer than its expected

lifetime and 1 if it fails. Chips are spatially located on the

wafer surface, and chip location information is also stored

together with the BIN code. A wafer bin map can help engi-

neers recognize embedded patterns of faulty chips and trace

back to the process to locate possible process failures, thus

helping to identify the root cause and improve quality. In addi-

tion to the binary data, discrete or continuous failure data that

are collected at functional testing stations can be expressed

in a similar map format. On such maps, each site shows the

count of defects or values of critical dimensions rather than

the binary value presented in Figure 2. These wafer maps are

critical to the semiconductor industry for process analysis and

yield improvement.

Defects generated on wafers can be classified into 2 cat-

egories: random defects and clustered defects (also called

global defects and local defects).3-5 Global defects are ran-

domly distributed across a wafer, whereas local defects arise

with different spatial patterns, such as lines and circles.6

Engineering knowledge reveals that the spatial distribution

patterns of functional defective chips on a wafer may be

attributed to specific causes. For example, the zone pattern

often arises from the thin film deposition stage, the edge ring

is primarily due to etching problems, and the linear scratch

is likely induced by machine handling issues. Although the

development of integrated circuit (IC) fabrication technol-

ogy has made it possible to produce increasingly smaller

microchips with complex structures, defective chips cannot

be completely avoided due to many known and unknown

factors.7 Therefore, having a good understanding of wafer

defects and developing an efficient algorithm for yield predic-

tion are of key importance to semiconductor manufacturers.

In the literature, different methods have been proposed

for yield modeling, defect detection, and classification of IC

chips. However, to the best of our knowledge, the spatial clus-

ter information of defects has not been fully used for yield

prediction. As we all know, one important feature that wafer

http://onlinelibrary.wiley.com/
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defects have is the presence of spatial clusters. Because adja-

cent chips on a wafer are fabricated under similar conditions,

it is commonly observed that functional defective chips form

certain spatial patterns. Therefore, a chip that is surrounded by

defective chips is more likely to be defective, whereas a chip

that is far from clustered defects is more likely to be nonde-

fective. Defective chips shown in the form of clusters imply a

certain spatial connection among them, and such information

should be valuable for predicting the status of nearby chips.

This paper intends to propose a new model for defect clus-

ter detection and yield prediction. In contrast to the existing

methods that perform prediction based primarily on the sta-

tistical distribution of defects or the coordinate information

of chips, we propose the use of both functional testing data

and derived variables that are largely ignored in the exist-

ing models to improve the model performance. Given a wafer

map obtained from functional test, we first identify clusters

of defective chips and separate them from random defects;

then, for each chip, apart from its corresponding functional

testing information, we derive new variables based on the dis-

tribution of defect clusters and then incorporate these derived

variables into a prediction model. The explicit use of such

derived variables provides a new way to efficiently use spatial

information and is thus expected to benefit model accuracy.

The remainder of this paper is organized as follows. In the

following section, we provide a review of the literature that

is relevant to wafer map data analysis and yield prediction

modeling. Then, in Section 3, we present our prediction with

derived variables. In Section 4, the proposed model is applied

to real wafer samples to demonstrate its use and performance.

In Section 5, a more extensive performance study is con-

ducted based on simulated data. Finally, Section 5 discusses

issues related to the implementation of the proposed model,

and Section 6 concludes this work with suggestions for future

research.

2 LITERATURE REVIEW

Wafer map data are the main source for data-driven pro-

cess management in semiconductor manufacturing. In the

literature, progress in the following areas has been reported,

namely, process monitoring for spatially clustered defect

detection, wafer bin map defect pattern classification, and

yield prediction.

As previously mentioned, a wafer may suffer from both

random and clustered defects. The appearance of clustered

defects is an indication of possible process shifts. Therefore,

different control chart algorithms have been designed to mon-

itor wafer maps and trigger early warnings if clustered defects

are detected. Spanos8 provided an overview of the application

of statistical process control (SPC) techniques, such as X-R

chart, in semiconductor manufacturing. Taam et al9 proposed

a measure for spatial randomness on wafers called the log

odds ratio by counting the number of neighbors of defec-

tive chips and the number of neighbors of nondefective chips,

and this measure is widely used for identifying the existence

of spatial clusters in many works. Hansen et al4 developed

testing statistics for monitoring clustering defects on wafers.

Friedman et al10 proposed a model-free approach to estimate

and monitor the probability of clustered failure and random

failure separately. Ge et al11 proposed an adaptive substatis-

tical PCA model for process monitoring based on batches of

multiple process variables. Wang et al12,13 and Zhang et al14

proposed control charts that consider cluster effects of defects

or spatial correlations among sites to monitoring wafers with

continuous readings. In contrast to the above SPC techniques

that generally monitor across batches of wafers, we focus

more on the use of detailed spatial distributions of defective

chips on a wafer map to improve prediction accuracy.

By observing wafer maps, it is learned that defective chips

form patterns with specific shapes or styles. Engineering

knowledge can occasionally attribute certain types of pat-

terns to particular process faults. Therefore, it is appealing

to practitioners to classify wafer maps based on observed

defect patterns. Defect pattern classification is closely related

to the field of pattern recognition. Ooi et al15 suggested that

to develop an accurate defect cluster recognition system, one

should determine (1) the optimal feature set, (2) the best

feature extraction method and type of classifier, and (3) the

classifier training method. Both supervised and unsupervised

machine learning approaches have been adopted for this pur-

pose. For example, Chen et al6 proposed using a neural net-

work architecture called adaptive resonance theory network1

(ART1) to recognize spatial patterns of clustered defects

and showed that the method outperformed the unsupervised

neural network of self-organizing map (SOM). DeNicolao

et al16 later argued that the ART1 technique is not adequate

when applied to numerous data sets, but the SOM archi-

tecture performed extremely well. Moreover, Hsieh et al17

represented defect clusters using minimum rectangle areas

and used fuzzy rules to combine them and identify spatial

defect patterns. Wang et al18 proposed an online diagnosis

system based on a composite clustering method combining

both “fuzzy C means (FCM) partition“ with “batch single

linkage” recombination that could separate various types of

defects on the same wafer. Yuan et al19 used model-based

clustering algorithms via Bayesian inferences to detect defect

clusters and identify the pattern of each cluster. Jeong et al20

used the dynamic time warping algorithm for spatial pattern

classification based on spatial correlograms. There are also

simulation-based works on defect pattern classification. For

example, Hsieh et al21 started from predefined defect patterns

and conducted morphology-based simulations to help train

support vector machine (SVM) classifiers for defect pattern

identification. Note that none of these works on defect pattern
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identification and classification used any measurement or

pretest information, that is, only wafer bin maps presenting

result of specific test procedures are used by these algorithms

for model training and classification. Besides, these works on

identification and classification of defect patterns do not pro-

vide detailed chip-level usability information. In this paper,

we propose the use of both discrete-count test values and

derived variables from the test values in model building, and

predict chip-level performance in field use.

Yield modeling and prediction are important to practition-

ers in 2 aspects. First, yield modeling can help engineers

obtain a better understanding of defect patterns and gener-

ation mechanisms; second, an accurate prediction model is

helpful for efficient production planning. In the literature, dif-

ferent approaches have been proposed for yield modeling and

prediction. Stapper22 and Cunningham23 modeled the number

of defects in an area using a Poisson distribution. Stapper24

proposed a yield prediction model based on a binomial dis-

tribution. Koren et al25 proposed a unified negative binomial

distribution-based yield prediction model for the yield analy-

sis of defect-tolerant circuits. These early yield models were

based on the type of data, where each chip may have multiple

defects, but did not incorporate chip-level spatial information

into the yield model. Kumar et al26 presented a detailed review

of yield modeling techniques from simple probabilistic yield

models to the incorporation of critical features such as radial

yield degradation. Longtin et al27 considered a Markov ran-

dom field model to capture the spatial clustering effects of

defective chips. Wu et al28 combined the key attribute param-

eters of defects, physical parameters of wafers, and wafer

electrical test parameters in a fuzzy neural network to predict

yield on wafers. However, neural network approaches could

hardly provide interpretable results to help improve the pro-

cess. Bae et al29 and Yuan et al30 incorporated the spatial

locations of chips as covariates and modeled clustered defect

counts across a wafer based on models of Poisson or nega-

tive binomial class. Using spatial coordinates as covariates

implies one strong assumption, that is, local defects have a

global trend that can be characterized along axial directions.

However, this is not always true given that local defects occur

randomly and in different shapes of clusters.

In the following, we will present a new yield prediction

model that uses the local feature of functional defective chips.

Considering the spatial connection among chips, we incorpo-

rate derived variables in the model and hope to improve the

model performance.

3 MODEL BUILDING USING
DERIVED VARIABLES

In this section, we propose a model for yield prediction

using functional testing data and derived variables. Functional

testing data are obtained before packaging a chip; a chip that

shows many defects during functional testing is an implication

of unstable quality of the chip and chips around the location of

the chip. Therefore, functional testing results can be viewed

as an important indicator of production stability and quality

and are thus helpful for yield prediction.

Another important observation that engineers have is the

connection of chips. As previously mentioned, both func-

tional defective chips and unreliable chips in field use tend

to occur in clusters, and a chip that is surrounded by defec-

tive chips is more likely to be defective. However, such

phenomenon has not been incorporated in yield prediction

models. In this work, we propose to take such information into

consideration and use derived variables to represent the rela-

tionship between a chip and a cluster. More specifically, we

first identify chip cluster patterns on a wafer. Subsequently,

each chip is assigned properties such as whether the chip

belongs to a cluster and the size of the cluster. Then, these

derived variables are used together with the functional testing

result of each chip to predict yield. Therefore, the derivation

of the proposed model includes 3 steps. Step 1, identify clus-

ters from wafers based on functional testing results; step 2,

assign values of derived variables to all chips based on cluster

patterns; and step 3, build models for yield prediction using

both functional testing results and derived variables.

3.1 Cluster identification using fused LASSO
Figure 3 shows the defect map of a wafer after functional test-

ing. Each dot represents a site, which corresponds to a chip.

The test generates discrete values representing the number of

defects found from the chip; the number of defects is heavily

right skewed, with a peak on the left and a long tail on the

FIGURE 3 Example of logarithm of functional testing data on wafer

[Colour figure can be viewed at wileyonlinelibrary.com]
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right. A chip that has a large number of defects is an indication

of unstable quality at that location. For easy handling, we take

the logarithm of the defect data for further analysis.

It is clear from Figure 3 that defects occur in cluster pat-

terns. So we need to smooth the data and identify possible

clusters.

Note that the defect cluster identification step is different

from the aforementioned methods in Section 2 in 2 aspects:

Firstly, the type of input data in the proposed procedure is

functionality test result of discrete values while the defect

cluster detection or classification methods use binary wafer

map as input. Secondly, most of these methods only pro-

vided classification result of each wafer, but did not provide

chip-level information as output, namely, whether one spe-

cific chip is inside a cluster, the size of cluster, and the

minimal distance to the cluster edge.

The cluster identification step here aims to extract the

chip-level information in geometric measurements of spatial

defect clusters. The fused LASSO procedure is a straight-

forward method to provide such information and remove the

noise in discrete count data. So we adopt fused LASSO proce-

dure to identify spatial defect clusters and derive variables for

yield prediction. It should be noted that some existing algo-

rithms that are capable of locating defect chips on wafers, after

proper modification, can also be used to replace the fused

LASSO algorithm in this work.

The LASSO method was first proposed by Tibshirani,31

and it uses penalties on the regression coefficients to achieve

sparseness. The penalized loss function of LASSO is

L(y,X, 𝜷)(1) = 1

2
(y − X𝜷)T (y − X𝜷) + 𝜆1

p∑
i=1

|𝛽i|, (1)

where y ∈ Rn is the response vector, X ∈ Rn×p is the matrix

of predictors, and 𝜷 ∈ Rp is the coefficient vector. How-

ever, this L1-penalty does not assume any intrinsic structure

in the coefficients, eg, the underlying coefficients are in some

way ordered, and thus, neighboring coefficients should have a

smaller difference. Considering this situation, fused LASSO

attempts to penalize both coefficients and their successive

differences. The loss function of fused LASSO is

L(y,X, 𝜷)(2) = 1

2
(y − X𝜷)T (y − X𝜷)

+ 𝜆1

p∑
i=1

|𝛽i| + 𝜆2

p−1∑
i=1

|𝛽i − 𝛽i+1|.
(2)

In addition to the penalty on the coefficients of variables, a

second penalty term is added to smooth the overall estimates

over the specific neighboring structure of coefficients, thus

forming segments of zeros or nonzero but with equal values.

To smooth and segment the wafer map shown in Figure 3,

we adopt the general spatial fused LASSO method proposed

by Hoefling,32 where the penalized loss function is

L(y,X, 𝜷)(3) = 1

2
(y − X𝜷)T (y − X𝜷)

+ 𝜆1

p∑
i=1

|𝛽i| + 𝜆2

∑
(i,j)∈E,i<j

|𝛽i − 𝛽j|,
(3)

where E is a set of edges in the graph  = (V ,E) with V =
{1, … , p} representing the variables. It is natural to assign

physical adjacency to the graph structure, e.g. to make the

immediate left, right, upper, and lower sites as neighbors of a

specific site. Once the neighboring structure  is defined, the

first penalty term in (3) would shrink small but nonzero ele-

ments to zero, and the second term in (3) would force an equal

shift magnitude among neighbors, leaving clustered outliers

standing out. Intuitively, this method balances the trade-off of

sparsity and neighbor similarity.

In our application, measurement values on a wafer are

treated as a high-dimensional random vector y. Since the fault

behind a cluster pattern tends to affect an area of adjacent

chips, smoothing the measurement values may make clusters

easier to stand out. A wafer has both local and global defects;

in implementing the penalized estimation algorithm, we set

X as an identity matrix I and 𝜆1 ≡ 0 to only force neighbors

to have equal shifts but without a sparse penalty. Now that

only 𝜆2 remains in the model, we denote 𝜆2 as 𝜆 for conve-

nience. The neighborhood structure could be defined flexibly

according to the specific application, such as a 4-neighbor

structure (Rook-move neighbors) or an 8-neighbor structure

(King-move neighbors).

The path algorithm for the generalized LASSO problem

proposed by Tibshirani and Taylor33 is adopted to calculate a

series of 𝜆 values. This method is implemented in the R pack-

age genlasso.34 It begins with a sufficiently large 𝜆, where on

all sites, the estimates are the same because a large 𝜆 forces

neighboring sites to have equal estimates. Then, the value of

𝜆 decreases step by step to allow significant differences of

neighboring sites to emerge. Note that when 𝜆 decreases to 0,

we will obtain the ordinary least squares solution, where the

estimate of each site is the original value itself. When 𝜆 is in

between the sufficiently large value and 0, we can find proper

values to obtain a map that only emphasizes significant jumps

between several spatial parts on it.

3.2 Derived variables for yield prediction
On the basis of the segmented and smoothed wafer map iden-

tified by the fused LASSO procedure, we now derive new

variables that are potentially helpful for yield prediction.

As previously discussed, the main feature of wafer defects

is clusters, and the relationship of a chip to a cluster is

very important. Therefore, we consider using the following

variables to better characterize the situation of a chip:



2332 DONG ET AL.

• Whether the chip belongs to a defect cluster. If a chip is

within a defect cluster, it is more likely to also be defective

unreliable in field use.

• Cluster size that a chip belongs to. If a chip belongs to a

large defect cluster, it is more likely to be defective as a

large cluster is possibly more influential.

• Minimal distance from the chip to the edge of a defect clus-

ter. If a chip is close to a defect cluster, the chip is more

likely to be affected by this cluster.

The above derived variables describe the relationship

between a chip and a cluster. Assume that there are p chips on

a wafer; then, the response vector yt is a p-dimensional vector.

We use uij, i = 1, 2, … , p; j = 1, 2, 3 to denote the jth derived

variable on chip i. In the following, we provide a more detailed

technical definition of these variables, and we test the statis-

tical significance of these variables in a later section of this

paper using real and simulated data.

3.2.1 Whether the chip belongs to a defect
cluster
This binary variable has a straightforward meaning: sepa-

rating clustered suspicious chips from other normal chips.

To construct this variable, we use an indicator function, as

follows:

ui1 = 1(𝛽i > c), i = 1, 2, … , p, (4)

which means that if 𝛽 i exceeds a threshold value c, we set ui1
to 1; otherwise, we set ui1 to 0. 𝛽 i is obtained in the previous

section using the fused LASSO algorithm. ui1 is a direct indi-

cation of the location of a chip relative to a cluster. If ui1 = 1,

we expect that the yield of this chip is adversely affected.

3.2.2 Cluster size that a chip belongs to
To count the size of a cluster, we traverse all chips that belong

to the cluster, ie, the set S = {i|ui1 = 1}, and take down

the number of chips that belong to the same cluster. A more

formal expression is

ui2 =
∑

j∈D(i)
uj1, i = 1, 2, … , p, (5)

where D(i) is the defect cluster district that has all its compo-

nents connected with chip i. The intuition behind this derived

variable is that the size of a cluster is a possible indication of

the severity level of the root cause that led to the defect cluster;

thus, we believe that the larger the size the suspicious cluster

is, the more likely that chips inside the cluster would fail.

3.2.3 Minimal distance from the chip to the
edge of a defect cluster
For a chip in a defect cluster, it is more likely to fail if

it remains close to a cluster. In other words, the failure

probability of a in-cluster chip should increase with the dis-

tance to the edge of this cluster. Moreover, if a chip is not

included in a clustering region recognized by fused LASSO,

it is reasonable to consider it to be a good chip. Additionally,

it is increasingly more likely to be good as the distance from

the recognized edge of the cluster becomes longer. To con-

struct a variable based on the above idea, we first develop an

edge list M, which contains all chips that are on the edge of a

cluster. Hence, the minimal distance between a chip and the

edge of a defect cluster can be expressed as follows:

ui3 = bi min
j∈M

{||li − lj||}, i = 1, 2, … , p, (6)

where li is the Cartesian coordinate of chip i. To impose

on the variable, a trend that the normal chips should have

less probability of failing if they are farther from the edges

of defect clusters, we multiply this variable by a sign term

bi = 2 × ui1 − 1. Thus, bi = 1 if the chip is inside a cluster,

and bi = −1 if it does not belong to any cluster.

3.3 A yield prediction model based on
functional testing data and derived variables
In this section, we present a prediction model that incorpo-

rates functional testing data with the above derived variables

from spatial wafer maps. In addition, spatially distributed

measures typically exhibit certain spatial correlations. There

are different ways to study spatial correlations in statistical

models. For chip i, it is assumed to be directly affected by

neighboring chips.35 This relationship enables us to develop

the following logistic regression model to predict whether a

chip will fail:

logit(yi) = 𝛼 + 𝛾 ′xi + 𝜂′ui + wTIN(i)(x) + 𝜖i (7)

yi = Pr(Yi = 1|model), (8)

where

𝛼 – a constant;

x – a p × 1 vector with functional testing data;

u – derived variable from fused LASSO, with dimensions

p × 3;

IN(i)(·) – an indicator function of neighbors of chip i, where

IN(i)(x)j = 1 if j is a neighbor of i and 0 otherwise;

w – a weight vector with dimensions p × 1; all neighbors

of a chip are assigned an equal weight. The weighted sum

of functional testing data around chip i provides spatial

support to the yield at this location.

We consider all the main effect and interactions of any 2

variables when selecting the model. And we evaluate each

model based on the Akaike information criterion (AIC) using

data from real wafer samples:

AIC = 2k − 2 log(L̂),
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where k is the number of free parameters to be estimated,

and L̂ is the likelihood of the model given the data we use.

It turns out that the form of Equation 7 obtains the smallest

AIC value using real wafer data; thus, we adopt this model for

yield prediction.

Because the proposed model considers information that

is largely ignored in existing yield prediction models, we

expect that the new model will provide better performance.

Its performance will be studied extensively in the following

section.

4 PERFORMANCE STUDY

In this section, we conduct both simulation and empirical

studies on the proposed method and study the performance of

the proposed model.

4.1 Experiments using real wafer maps
First, we apply the proposed approach to 3 real wafer exam-

ples. Following the proposed framework, we first conduct

fused LASSO on wafer maps with functional testing results

to derive cluster-related variables. Then, we use the proposed

model to predict failed chips on the wafer and compare it with

known results for performance evaluation.

4.1.1 Cluster identification using fused
LASSO
As shown in Figure 4, there are 1461 chips on the circular

wafer. The original data show signs of mixed random effects

and clustered effects. The fused LASSO procedure performs

a task similar to noise filtering. It fuses the measurement data

FIGURE 4 The functional testing data map on a wafer [Colour

figure can be viewed at wileyonlinelibrary.com]

to make neighboring chips share an equal value. The fusing

strength can vary by adjusting the parameter 𝜆. In this step, we

adopt the path algorithm for the generalized LASSO problem
33 and a 4-neighbor structure to calculate a series of 𝜆 values

and choose an appropriate one.

The solution path of fused LASSO begins with the initial

state in Figure 5A, where 𝜆 = 2.338 is large enough to force

the estimates to be equal on all chips. Then, as 𝜆 decreases, the

central cluster emerges. Because we choose the 4-neighbor

structure to conduct fused LASSO, a square first emerges. A

different neighbor structure may result in a different emerg-

ing shape, thus slightly affecting the prediction performance,

which we will discuss in Section 5. As shown in Figure 5,

there are also chips with high values around the edge. The

4-chip lines on both sides could be defined as a cluster or just

random defects according to the requirement to form a clus-

ter. Under different production conditions, the definition of a

cluster should vary. Engineers could choose an appropriate 𝜆

according to the specific situation. In this section, we simply

set 𝜆 equal to the value nearest to half of the first value in the

path of fused LASSO (the first value hitting the boundary).

We will further discuss guidelines for selecting 𝜆 and other

controllable parameters in Section 5.

4.1.2 Logistic regression with derived
variables
On the basis of the fused clusters, we now fit yield data with

functional testing data and derived variables in the wafer to

the logistic regression model defined in (7). The estimated

coefficients of the proposed logistic regression model are

presented in Table 1. The result shows that all the derived

variables in the logistic regression model are statistically sig-

nificant, which indicates that they could each explain part of

the failure probability of chips on the wafer. Although there

may exist differences in the estimated coefficients across dif-

ferent wafers, the scales of the coefficients are consistent. The

functional testing data are found to be positively related to

the failure probability of chips. The positive coefficient of the

variable distance from edge indicates that if a chip belongs

to a defect cluster, the farther it is from the cluster edge, the

more likely it is to fail; if a chip does not belong to a defect

cluster, the farther it is from the cluster edge, and the less

likely it is to fail. This verifies our assumption of the under-

lying physical mechanism of clustered defects. Moreover, the

mean measurement of neighbors explicitly adds the influence

of functional testing values of neighboring chips under a spe-

cific neighbor structure: The higher the failure probability of

neighboring chips is, the more likely the chip is to fail. The

interaction term of the variables in cluster and cluster size
indicates that a chip inside a defect cluster of a larger size

is more likely to fail than a chip inside a defect cluster of a

smaller size.

http://onlinelibrary.wiley.com/


2334 DONG ET AL.

FIGURE 5 The fused LASSO estimates under different 𝜆 values [Colour figure can be viewed at wileyonlinelibrary.com]

TABLE 1 Estimation result for logistic regression model with derived

variables

Estimate Std. Error p Value

Wafer1
Intercept −13.711344 0.665229 <2e-16

Measurement 2.434540 0.172998 <2e-16

Distance from edge 0.033162 0.011224 0.00313

Mean measurement of neighbors 2.128041 0.240530 <2e-16

In cluster: Cluster size 0.008060 0.001232 6.15e-11

Wafer2
Intercept −10.911973 0.518863 <2e-16

Measurement 1.750133 0.135960 <2e-16

Distance from edge 0.039645 0.009853 5.73e-05

Mean measurement of neighbors 1.890055 0.204136 <2e-16

In cluster: Cluster size 0.010377 0.001612 1.22e-10

Wafer3
Intercept −11.833445 0.612101 <2e-16

Measurement 2.097247 0.160819 <2e-16

Distance from edge 0.161589 0.021091 1.84e-14

Mean measurement of neighbors 2.011279 0.240508 <2e-16

In cluster: Cluster size 0.003981 0.001093 0.000271

http://onlinelibrary.wiley.com/
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4.1.3 Cross-validation between wafers
In Section 4.1.2, we fit a model using both yield data and func-

tional testing data. In practice, we want to predict the failure

probabilities of chips using only functional testing data before

knowing the state of a chip in field use. In other words, the

practical situation requires historical data to train the model

and then use the model to predict the failure probability of

new wafers. To this end, we wish to validate the performance

of our model trained and tested using different wafers. In this

section, we conduct cross-validation of the proposed model

on 3 wafers with clustered defects on them.

At each time, 2 wafers are used to fit the logistic regression

model, and the model is evaluated using the data from the

third wafer. The proposed model based on derived variables

from the fused LASSO procedure (named FL for simplicity)

is constructed according to (7) and (8), where the spatial clus-

tering information of defects is explicitly represented using

several derived variables. For comparison, we consider 2

other methods, namely, a basic logistic model with only func-

tional testing data as covariates (Basic1) and a logistic model

with both functional testing data and neighbor test values

(Basic2). The model forms for Basic1 and Basic2 are shown

in (9) and (10), where the notations are the same as those in

Section 3.3.

logit(yi) = 𝛼 + 𝛾 ′xi + 𝜖i (9)

logit(yi) = 𝛼 + 𝛾 ′xi + wTIN(i)(x) + 𝜖i (10)

In the cross-validation process, once we select a wafer for

testing, the testing wafer is set aside during model training.

The other 2 wafers are then used for parameter estimation,

and the prediction performance is evaluated on this test wafer.

This cross-validation procedure is conducted in all of the

Basic1, Basic2, and FL models. Moreover, we also compare

the cross-validation results with the fitness performance of

all these 3 models fitted and tested both on the test wafer.

In this way, we could expect to extend the use of the pro-

posed model to the situation where only historical functional

testing data are used to train a model, and the model is used

to predict chip failures on newly produced wafers. Note that

the fitness performance should theoretically be better than the

cross-validation performance using the same model because

the parameters used in cross-validation are trained using 2

other wafers while the parameters of fitness evaluation are

trained using only the testing wafer.

We adopt F-score, area under the receiver operating curve

(AUC), and the Akaike information criterion (AIC) to com-

pare the performances of the above models. The F-score (also

called F1 score) and AUC are 2 widely used indices for eval-

uating and comparing prediction powers in machine learning

and many other binary classification/prediction problems. By

setting the prediction boundary as p = 0.5, we can calculate

the F-score of the prediction:

F-score = 2 ·
precision · recall

precision + recall
.

A high F-score indicates a good performance (weighting

recall and precision equally) on binary classification predic-

tion. AUC is the area of the plot of the true positive rate

vs the false positive rate as the threshold value for classi-

fying the chip as failed is increased from 0 to 1. A good

property of AUC is that it is independent of the fraction of

the test population, which is good or defective. Since the

number of defective chips is significantly smaller than that

of good chips on a wafer, AUC is considered to be a useful

index for evaluating model performance on this unbalanced

data set. In addition, the AIC values of the above models

are also compared. Table 2 presents the results of the com-

parison. It is found that with respect to the prediction power

(F-score and AUC), although the cross-validation prediction

performance of the proposed model is not as good as the fit-

ted model using the same data, it is generally better than the

model using only functional testing data itself and its neigh-

boring data. More importantly, the cross-validation result of

our proposed model (FL-CV) uses no information of the test-

ing wafer, and this feature makes it more powerful in practice.

Regarding the relative modeling quality (AIC), our proposed

approach has the lowest AIC values both in the fitting and

cross-validation groups. To summarize, the cross-validation

experiment between wafers shows that our proposed method

TABLE 2 Cross-validation results of logistic regression model on real wafers

Methods
Wafer Basic1-Fitness Basic1-CV Basic2-Fitness Basic2-CV FL-Fitness FL-CV

1 F-score 0.76716 0.76238 0.82396 0.82609 0.87065 0.82945

AUC 0.91182 0.91182 0.93607 0.93554 0.94325 0.94049

AIC 953.81 1462.04 779.71 1196.61 680.55 1076.46

2 F-score 0.70903 0.69504 0.81301 0.81605 0.85668 0.82692

AUC 0.94537 0.94537 0.95893 0.95744 0.96816 0.96462

AIC 740.47 1667.22 585.77 1381.42 498.85 1255.87

3 F-score 0.69214 0.71774 0.74899 0.75654 0.80478 0.73894

AUC 0.93971 0.93971 0.95246 0.95180 0.95910 0.93999

AIC 710.92 1716.55 602.20 1391.96 548.60 1203.83

Abbreviations: AIC, Akaike information criterion; AUC, area under curve; CV, cross-validation; FL, fused LASSO.
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has satisfactory performance when learning from historical

data to predict failures on new wafers.

4.2 Experiments on simulated data
In this section, we conducted more extensive studies using

simulated data to show situations in which our proposed

method may work well.

As previously mentioned, defect chips on real wafers gen-

erally exist as a mixture of 2 spatial patterns: random defects

and clustered defects. To consider this mixed-pattern situa-

tion in a practical semiconductor manufacturing process, we

simulate both random defects and clustered defects on wafers

in this section.

4.2.1 Generation of simulated data
DeNicolao et al16 simulated binary failure data on wafers

assuming that the failure probability has relationships with

the center of failure, and this method was also used by Jeong

et al20 and Xie et al36. However, this method directly gener-

ated the probability of failure according to physical locations

and did not explicitly separate clustered defects and random

defects. We propose a novel method of generating both func-

tional testing data and the corresponding binary failure data.

The probability of failure is generated according to a logis-

tic model, with clustered defects and random defects being

considered separately and combined later. Different shapes,

including diamond, circular, ring, sector, line (scratch), and

semi-ring, are considered under different defect intensities

and densities.

To generate both the simulated discrete functional testing

data and corresponding binary failure data, the underlying

assumption is that the functional testing data follow a Poisson

distribution, whose parameters follow a normal distribution.

Then, the binary yield values are determined by a logistic

model considering the spatial correlations of chips.

The discrete functional testing data are generated according

to a Poisson distribution, and the parameter 𝜆 is obtained from

the following model:

log𝜆 = z + 𝜙0,

where z is a normal vector whose elements are independent

normal random variables with mean 𝜇0 and variance 𝜎2
0
. The

spatial correlation term 𝜙0 follows a multivariate normal dis-

tribution with mean vector 0 and variance-covariance matrix

Σ = {a0 × e−b0×d}, where d is the Euclidean distance of 2

chips on a wafer.

Then, we add a cluster with a specific shape on the wafer.

The functional testing data on chips that belong to the cluster

are also generated according to a Poisson distribution with

parameter 𝜆′:

log𝜆′ = z′ + 𝜙1.

Again, z′ is a vector with independent elements following

N(𝜇1, 𝜎
2
1
), and 𝜙1 follows a multivariate normal distribution

with mean vector 0 and variance-covariance matrix Σ =
{a1×e−b1×d}. The parameters a0, b0, a1, b1 determine the spa-

tial correlation of measurements. The parameters 𝜇0 and 𝜇1

represent the average failure level of chips out of cluster and

inside cluster, respectively, and their difference 𝜇1−𝜇0 shows

the signal strength of clustered defects.

4.2.2 Performance on different shapes
We first discuss the performance of our proposed method

when different shapes of defect clusters occur on wafers.

To investigate the performance of the proposed method

when the cluster has different shapes, the parameters that are

irrelevant to cluster shape are fixed as follows: 𝜇0 = −2,

𝜎0 = 1, a0 = 0.1, b0 = 0.05, 𝜇1 = 1.5, 𝜎1 = 0.2, a1 = 0.9,

and b1 = 0.4. The center of the cluster is set at the site with

coordinates (X = 35,Y = 55), which is located near the

physical center of the wafer.

Since the underlying defect cluster shape is known before-

hand, the true values of the derived variables can be directly

calculated in this procedure. Additionally, the failure proba-

bility is generated according to a logistic model:

logit(p) = Intercept + 𝛾 × x + 𝜂1 × In cluster × Cluster size

+ 𝜂2 × Distance from edge

+ 𝜔 × Mean measurement of neighbors.

According to empirical practice, the failure probability is gen-

erated with 𝛾 = 2, 𝜂1 = 0.0065, 𝜂2 = 0.1, 𝜔 = 1, and

intercept = −5. The binary failure data (ie, response vari-

ables) are generated according to a binomial distribution with

parameter p. To illustrate the performance of our proposed

model on chip-level failure prediction, we compare our model

using fused LASSO-derived variables (FL) with 3 other meth-

ods: the Basic1 model is simply the logistic model of binary

failure value and functional testing data; the Basic2 model

adds the variable of neighbors' mean measurement value as

an independent variable based on the Basic1 model (these 2

models are explained in detail in Section 4.1.3); and the Real

model is the true model that generates all the simulated data.

Our proposed method, ie, the FL model, uses the same model

structure as the Real model, but the FL model calculates

derived variables only based on the fused LASSO results of

functional testing data with no predefined information given.

We consider several shapes of failed chip clusters that occur

in actual semiconductor manufacturing processes: circle, ring

(donut), sector, line and semi-ring.37 The functional testing

data and binary failure values on simulated wafers are shown

in Figure 6 and Figure 7. Table 3 summarizes the numeri-

cal results. Once again, the F-score, AUC, and AIC are used

here to evaluate the performance of the predictive models. As

shown in Table 3, for wafers with defects forming closed con-
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FIGURE 6 Simulated functional testing results on wafers with different defect cluster shapes [Colour figure can be viewed at

wileyonlinelibrary.com]

vex shapes such as wide line, circular, and sector, the proposed

method tends to provide a higher F-score and larger AUC.

However, if the defect cluster is hollow, such as the shape of

a ring (donut), our proposed method presents a result that is

almost the same as that of a simpler model with only neigh-

bor average measurement value. It is mainly because fused

LASSO tends to fuse a convex block based on the neigh-

borhood structure. Our proposed method generally performs

between the true underlying model (Real) and the model that

only considers neighbor measurements (Basic2).

4.2.3 Performance on different cluster sizes
The simulation studies in Section 4.2.2 compared the perfor-

mance of our proposed method when the defect clusters form

different shapes and finds that the method works well, par-

ticularly when the cluster is in a closed convex shape such

as wide lines and circles. To further investigate the impact of

cluster size on the performance of our method, we design the

following simulation study.

In this simulation, we set the cluster to different sizes when

it is of 3 shapes: circle, wide-line, and semi-ring. Moreover,

we vary the radius of the circle, edge length of the wide-line,

and radius of the semi-ring between 2 levels, 5 and 15, to

http://onlinelibrary.wiley.com/
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FIGURE 7 Simulated failure data on wafers with different defect cluster shapes [Colour figure can be viewed at wileyonlinelibrary.com]

test the prediction performance of our method and compare it

with the Basic1, Basic2, and Real models. The performance

is again evaluated in 3 aspects: F-score, AUC, and AIC. The

results are shown in Table 4. Table 4 reveals that the effect

of size depends on the specific shape of the defect cluster.

For the circle shape, the proposed FL method is better when

the circle size is not large. However, for the line shape, FL

performs even better than the real generative model regard-

ing AUC and AIC both when the line is long and short. For

semi-circle, the proposed FL method performs slightly better

than the Basic2 model when the shape is small, but it per-

forms almost the same as the Basic2 model when the shape is

large. In general, the proposed FL method performs between

the Real model and the Basic2 model, and it tends to perform

better when the cluster size is not very large.

4.2.4 Performance on different
failure-generating parameters
In this section, we further investigate the impact of the

parameter settings on the performance of the proposed fused

LASSO–based method. We consider 𝜎0, 𝜇1, 𝜎1, represent-

ing the independent variation of non-clustered chips, mean

functional testing results of clustered defective chips and inde-

pendent variation of clustered defective chips, respectively.

Each of the above parameters is set to 2 levels on wafers with

circle-shaped defect clusters of the same size, and the results

http://onlinelibrary.wiley.com/
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TABLE 3 Logistic regression results of wafers with different defect

cluster shapes

Methods
Wafer Basic1 Basic2 Real FL

1 Diamond F-score 0.874 0.931 0.939 0.935

AUC 0.958 0.990 0.994 0.992

AIC 386 209 196 203

2 Circle F-score 0.833 0.844 0.925 0.909

AUC 0.950 0.983 0.991 0.986

AIC 543 372 280 337

3 Ring F-score 0.846 0.886 0.910 0.886

AUC 0.925 0.985 0.987 0.986

AIC 526 291 268 295

4 Sector F-score 0.820 0.925 0.966 0.938

AUC 0.919 0.979 0.995 0.989

AIC 900 504 235 389

5 Line F-score 0.851 0.895 0.902 0.912

AUC 0.971 0.982 0.989 0.990

AIC 246 187 178 180

6 Semi-ring F-score 0.779 0.825 0.840 0.831

AUC 0.945 0.976 0.980 0.977

AIC 360 275 258 272

Abbreviations: AIC, Akaike information criterion; AUC, area under curve; FL,

fused LASSO.

TABLE 4 Logistic regression results of wafers with different defect

cluster sizes

Methods
Wafer Basic1 Basic2 Real FL
1 Circle (large) F-score 0.863 0.914 0.969 0.928

AUC 0.915 0.979 0.995 0.982

AIC 930 555 271 514

2 Circle (small) F-score 0.826 0.882 0.883 0.884

AUC 0.941 0.987 0.989 0.989

AIC 290 180 169 173

3 Line (long) F-score 0.876 0.920 0.932 0.929

AUC 0.974 0.990 0.992 0.992

AIC 264 170 166 165

4 Line (short) F-score 0.742 0.791 0.791 0.788

AUC 0.957 0.971 0.976 0.977

AIC 221 190 183 182

5 Semicircle (large) F-score 0.797 0.856 0.891 0.855

AUC 0.948 0.978 0.982 0.978

AIC 401 284 251 288

6 Semicircle (small) F-score 0.770 0.838 0.847 0.843

AUC 0.918 0.973 0.975 0.975

AIC 369 250 243 246

Abbreviations: AIC, Akaike information criterion; AUC, area under curve; FL,

fused LASSO.

are shown in Table 5. This table shows that large 𝜎0, 𝜎1 could

both make the AIC larger, which indicates that the logistic

regression model generally performs worse if the indepen-

dent variation increases, whether inside the defect cluster or

outside the cluster. Moreover, when 𝜇1 is larger, the differ-

ence between the measurements on chips in cluster and out of

cluster becomes larger, and it is easier to separate defective

chips from the normal ones, which leads to a lower AIC.

We also investigate the performance of the proposed fused

LASSO–based method when the variance and covariance

structure of the spatial-correlated term varies. Recall that the

variance-covariance matrix Σ = {a0 × e−b0×d}, we set a1 at 4

TABLE 5 Logistic regression results of wafers with different failure

strengths and spatial variations

Methods
Wafer Basic1 Basic2 Real FL

1 F-score 0.842 0.912 0.941 0.923

(𝜎0, 𝜇1, 𝜎1) AUC 0.946 0.987 0.994 0.991

(0.5, 1.5, 0.2) AIC 592 350 244 301

2 F-score 0.817 0.879 0.927 0.903

(𝜎0, 𝜇1, 𝜎1) AUC 0.936 0.976 0.991 0.984

(1.5, 1.5, 0.2) AIC 749 517 323 429

3 F-score 0.778 0.896 0.923 0.897

(𝜎0, 𝜇1, 𝜎1) AUC 0.910 0.972 0.988 0.978

(1.0, 1.0, 0.2) AIC 759 445 310 419

4 F-score 0.883 0.930 0.958 0.937

(𝜎0, 𝜇1, 𝜎1) AUC 0.953 0.990 0.993 0.991

(1.0, 2.0, 0.2) AIC 558 310 230 301

5 F-score 0.818 0.902 0.924 0.908

(𝜎0, 𝜇1, 𝜎1) AUC 0.935 0.982 0.988 0.984

(1.0, 1.5, 0.5) AIC 682 399 320 392

6 F-score 0.810 0.911 0.934 0.914

(𝜎0, 𝜇1, 𝜎1) AUC 0.923 0.983 0.989 0.986

(1.0, 1.5, 0.8) AIC 735 395 301 384

Abbreviations: AIC, Akaike information criterion; AUC, area under curve; FL,

fused LASSO.

TABLE 6 Logistic regression results of wafers with different spatial

variations

Methods
Wafer Basic1 Basic2 Real FL

1 F-score 0.910 0.963 0.976 0.974

(a1, b1) AUC 0.964 0.993 0.994 0.994

(0.2, 0, 4) AIC 487 217 176 183

2 F-score 0.881 0.948 0.970 0.960

(a1, b1) AUC 0.956 0.993 0.995 0.994

(0.4, 0.4) AIC 555 254 178 210

3 F-score 0.856 0.935 0.955 0.950

(a1, b1) AUC 0.946 0.988 0.991 0.991

(0.6, 0.4) AIC 619 337 254 273

4 F-score 0.856 0.930 0.954 0.945

(a1, b1) AUC 0.941 0.987 0.991 0.991

(0.8, 0.4) AIC 638 324 250 285

5 F-score 0.812 0.870 0.913 0.880

(a1, b1) AUC 0.924 0.979 0.988 0.978

(0.9, 0.2) AIC 694 472 326 453

6 F-score 0.848 0.936 0.961 0.954

(a1, b1) AUC 0.936 0.988 0.991 0.991

(0.9, 0.8) AIC 666 311 229 248

Abbreviations: AIC, Akaike information criterion; AUC, area under curve; FL,

fused LASSO.
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different levels, and set b1 at 2 levels. The results are shown

in Table 6. Since b1 represents the decay rate of covariance

over distance, when b1 increases, the decay rate also increases,

and this correlation structure is more similar to the neighbor

structure that we adopt here. Thus, when b1 is large, our pro-

posed method is almost as good as the model that uses the

true values of generating parameters.

5 DISCUSSIONS

In this work, we proposed a model for yield prediction with

derived variables. Compared to existing models, performance

studies show that the proposed model has improved perfor-

mance. However, the performance of the model is affected

by other factors such as parameter setting and spatial cluster

characteristics. In the following, we further discuss the selec-

tion of such parameters and the sensitivity of the method to

cluster characteristics.

5.1 Guidelines for parameter setting
The performance of the fused LASSO procedure depends on

the setting of the penalty strength 𝜆, and although not essen-

tially, it is affected by the choice of neighborhood structure.

The fused LASSO step is used to derive variables that could

characterize defect cluster information. Bearing in mind that

the ultimate purpose of this procedure is to use the defect clus-

ter information to make better predictions on yields, how to

select an appropriate 𝜆 is primarily determined by the prior

knowledge of the defect clusters. A rule-of-thumb is to set 𝜆

as half of the maximum value in the entire path of the fused

LASSO algorithm (ie, the first value hitting the boundary).

In fact, choosing 𝜆 between a specific interval from approxi-

mately 1/3 of the first value to 2/3 of the first value will not

make a significant difference in the performance of the model.

According to different data characteristics, an appropriate 𝜆

could be selected through training on several samples. Note

that the insensitivity of the prediction result to the 𝜆 in the

above interval helps to make the parameter setting work less

technical. There is no need to stick to finding the optimal 𝜆

for the training samples.

The neighborhood structure that we consider in the exper-

iment is the 4-neighbor structure. This structure forms a

rectangle if there is a circular cluster with a decrease of 𝜆 in

the fused LASSO procedure. The 8-neighbor structure could

also be used, with which it would tend to form a rectan-

gle first when there is a circular cluster. We have conducted

experiments comparing different neighborhood structures,

and the result shows no significant performance difference.

However, the 4-neighbor structure is more computationally

efficient; thus, generally adopting the 4-neighbor structure is

recommended.

5.2 Sensitivity to defect cluster
The proposed method does not actually classify which shape

the cluster belongs to, but it is important to consider the types

of defect clusters where our method is less helpful on the

prediction performance. Since the main idea of the proposed

method is to take advantage of spatial clusters on a wafer

to derive additional informative variables, thus contribute to

yield prediction, the usefulness (or potential contribution)

of the derived variables is inevitably affected by the exact

shape of a cluster. From the definition of our derived vari-

ables, a cluster that is convex and smooth in edge is more

predictable using these derived variables (as in such cases,

the status of each chip is similar to its surroundings and thus

easier to predict if taking spatial information into considera-

tion). In practice, as the exact shape and location of a cluster

is unknown, the performance of the prediction model is also

affected by the cluster identification algorithm. In this work,

we adopted the fused LASSO procedure; if the shape of a

cluster cannot be accurately identified by the algorithm, the

contribution of the derived variables might be restricted.

Moreover, the performance of the proposed method is

closely related to the size and the shift magnitude of the defect

cluster. A strong shift signal of large area helps to clearly

detect a cluster. Another important issue is the count of defect

clusters. If more than one defect cluster exists, more details,

such as the distance of clusters and relative strength of shift

signals would also influence model performance. Intuitively,

these factors would affect the cluster identification procedure,

since the identification algorithm could only separately detect

2 clusters if they are far enough from each other or the shift

signal is strong enough.

FIGURE 8 Diagnosis result of Wafer 3 used in Section 4.1 [Colour

figure can be viewed at wileyonlinelibrary.com]

http://onlinelibrary.wiley.com/
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In Section 4.1, the proposed method is conducted on a wafer

with 2 defect clusters(Wafer 3) as shown in Figure 8, and our

method gives pretty good performance in this case. Although

our method does not require that there cannot be more than

one cluster, the performance of our method in various situ-

ations mentioned above has not been fully investigated. For

example, if there are 2 clusters that are too close to each other,

the fused LASSO procedure of our proposed method would

probably identify them and the gap between them as a big

cluster, and in this case, the yield prediction result of the chips

between these 2 clusters would be largely affected, namely,

good chips may probably be identified as failed chips in this

area. This could be further analyzed in a future work.

6 CONCLUSIONS

In this paper, a novel wafer yield prediction model based on

a fused LASSO procedure is proposed. It incorporates spatial

defect cluster information in indicative functional testing data.

A fused LASSO procedure is adopted to derive several vari-

ables that characterize the clustering features of defect chips,

and then these derived variables are included in a logistic

regression model to predict the binary outcome of chip-level

yield in field use.

The performance of our approach is evaluated both on real

wafer data and on simulated examples. The results indicate

that explicitly considering the spatial clustering information

by adding variables derived from the fused LASSO procedure

could improve the prediction results at both the chip level and

wafer level.

The production of chips includes thousands of procedures,

and vast amounts of functional testing data are collected dur-

ing these procedures. This work provides a solution to learn

from these procedure data to better understand the produc-

tion process and to provide more accurate predictions on

the future usability of chips. We believe that considerable

work remains to be undertaken. First, how to combine spatial

features of multiple measurement variables should be consid-

ered since different measurements may provide overlapped

information with each representing some unique features.

Second, additional studies on the settings of parameters and

the detectability domain should be performed. As we have

previously discussed, the choice of 𝜆 and the neighborhood

structure could affect those derived variables. However, we

still need theoretical guidelines on choosing optimal param-

eters. Additionally, regarding the strength of the shift signal

and the sizes and locations of clusters, more extensive studies

should be conducted to identify the situations where defect

clusters could be characterized by the proposed cluster identi-

fication algorithm. Third, a “shape-specific" model could also

be considered to use the information of a particular shape to

further improve the performance of the proposed model. The

fused LASSO algorithm or some methods that are capable

of identifying exact cluster shape and location can be used

to identify clusters first, then a directional model that takes

such shape information into considering is potentially more

efficient in prediction. As accurate prediction of wafer yield

is a practically important while methodologically challenging

problem, the above topics are promising in performance but

all still deserve further research efforts.
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