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Abstract

Model extraction attacks attempt to replicate a
target machine learning model by querying its in-
ference API. State-of-the-art attacks are learning-
based and construct replicas by supervised train-
ing on the target model’s predictions, but an
emerging class of attacks exploit algebraic prop-
erties to obtain high-fidelity replicas using orders
of magnitude fewer queries. So far, these alge-
braic attacks have been limited to neural networks
with few hidden layers and ReLU activations.
In this paper we present algebraic and hybrid
algebraic/learning-based attacks on large-scale
natural language models. We consider a grey-
box setting, targeting models with a pre-trained
(public) encoder followed by a single (private)
classification layer. Our key findings are that (i)
with a frozen encoder, high-fidelity extraction is
possible with a small number of in-distribution
queries, making extraction attacks indistinguish-
able from legitimate use; (ii) when the encoder
is fine-tuned, a hybrid learning-based/algebraic
attack improves over the learning-based state-of-
the-art without requiring additional queries.

1. Introduction
Machine learning models are often deployed behind APIs
that enable querying the model but that prevent direct access
to the model parameters. This restriction aims to protect
intellectual property, as models are expensive to train and
hence valuable (Strubell et al., 2019); security, as access
to model parameters facilitates the creation of adversarial
examples (Laskov et al., 2014; Ebrahimi et al., 2018); and
privacy, as model parameters carry potentially sensitive
information about the training data (Leino & Fredrikson,
2020). Model extraction attacks (Tramèr et al., 2016) at-
tempt to replicate machine learning models from sets of
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query-response pairs obtained via the model’s inference
API, thus effectively circumventing the protection offered
by the API.

Several extraction attacks on deep neural networks
(see Jagielski et al. (2020) for a recent overview) follow
a learning-based approach (Tramèr et al., 2016; Orekondy
et al., 2018; Pal et al., 2020; Krishna et al., 2020), where the
target model is queried to label data used for training the
replica. The replicas obtained in this way achieve accuracy
on the desired task, or agreement with the target model on
predictions, but recovery of the model weights is out of
scope of this approach.

More recently, a novel class of attacks has emerged that
uses algebraic techniques to recover the weights of deep
neural networks up to model-specific invariances. Exam-
ples include the attacks of Milli et al. (2018), which lever-
age observations of gradients to recover model parameters,
and Rolnick & Körding (2020); Jagielski et al. (2020); Car-
lini et al. (2020), which estimate gradients from finite dif-
ferences of logits, and then use this information to recover
model parameters. Algebraic attacks improve on learning-
based attacks in that they (i) achieve higher-fidelity replicas
and (ii) are orders of magnitude more query-efficient. So far,
however, algebraic attacks have only been applied to small,
fully connected neural networks with ReLU activations. In
particular, for modern large-scale natural language models
(LLMs) such as BERT or GPT-2 that rely on non-linear
activations, the state-of-the-art model extraction attack is
still learning-based (Krishna et al., 2020).

In this paper, we propose novel algebraic and hybrid
(algebraic/learning-based) model extraction attacks on
LLMs. We assume a grey-box setting where an encoder
is pre-trained and known to the adversary, and where the
target model is obtained from the encoder by (1) adding a
task-specific linear classification head and by (2) fine-tuning
using data unknown to the attacker. Our attack relies on an
algebraic approach to extract the linear classification head,
and a learning-based approach to extract the rest of the lay-
ers, i.e., the encoder and any additional layers between the
encoder and the final classification layer.

For the algebraic approach, consider for a moment an ideal-
ized setting where the encoder is frozen during fine-tuning.
There are two key observations that enable us to extract the
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classification layer in this setting:

1. It is sufficient for an adversary to know (rather than to
choose) the embeddings that are fed into the classification
layer. In the grey-box setting, an adversary can compute
hidden embeddings of any input by querying the public
encoder model, and can query the target LLM on the same
input through the model’s API. We show in theory, and
confirm by experiments, that a random set of n embeddings
is likely to form a basis of the last layer’s n-dimensional
input space. The raw outputs (i.e., the logits) on this basis
uniquely determine the parameters of the last linear layer,
which can be recovered by a transformation to the standard
basis.

2. This approach extends to the case where the API returns
probabilities rather than raw logits, after normalization with
softmax. For this, we leverage the invariance under transla-
tion of softmax to show that the parameters of the last layer
can be recovered (up to invariance) from embedding vectors
spanning its input space and their corresponding probability
outputs.

For the hybrid approach, we assume that the encoder is fine-
tuned together with the classification layer. In this setting,
the embeddings computed using the public encoder only
approximate those of the target model. To obtain a good
approximation we first use a learning-based attack (Krishna
et al., 2020) to distill a model based on the public pre-trained
encoder. We use the resulting encoder to launch an algebraic
attack (see above) to extract and replace the last layer.

We evaluate our attacks on LLMs of various sizes and ar-
chitectures, fine-tuned to different downstream tasks. In
particular, we study the effect on accuracy of the extracted
model of using different kinds and amounts of API queries,
and of using different learning rates for fine-tuning the en-
coder. Our key findings are:

• When the target model’s base layers are frozen during
fine-tuning (i.e., the attacker can get the exact embed-
ding of any input), the algebraic attack is extremely
effective. With only twice as many queries as the di-
mension of the embedding space (e.g., 1536 for BERT-
base), we extract models that achieve 100% fidelity
with the target, for all model sizes and tasks.
• When the model’s base layers are fine-tuned together

with the task-specific layer, the fidelity of the models
extracted by an algebraic attack decreases as the learn-
ing rate grows. Maybe surprisingly, for some models
and downstream tasks, we are still able to extract repli-
cas with up to 82% fidelity and up to 79% task accuracy,
for orders of magnitude fewer queries than required by
state-of-the-art learning-based attacks (Krishna et al.,
2020).

• Extraction is possible using either random or in-
distribution queries. Replicas extracted using
in-distribution queries perform well on both in-
distribution and random challenge inputs. This shows
that replicas can be created from small numbers of
in-distribution queries, making attempts to extract the
model indistinguishable from legitimate use.

• For sufficiently large query budgets, the hybrid
learning-based/algebraic approach almost consistently
improves over pure learning-based extraction, with
gains of up to 3% in accuracy and 4% in agreement.

2. Attack
We consider a text classifier h consisting of a contextualized
embedding model g (an encoder), such as BERT, followed
by a task-specific classification layer f with softmax nor-
malization, i.e.:

h : X
g−→ Rn f−→ Rm log ◦ softmax−−−−−−−−→ Rm

Specifically we assume that h : X → Rm maps elements
from a set X to class label probabilities in Rm where:

• g : X → Rn is derived from a public model gpre ;
• f : Rn → Rm is an affine linear function computing
logits from embeddings, i.e., f(x) = Ax + b with A ∈
Rm×n and b ∈ Rm;
• softmax: Rm → Rm normalizes logits to probability
vectors:

softmax(x)i =
exp(xi)∑m
i=1 exp(xi)

(1)

2.1. Adversary

We consider an adversary that has query access to h, white-
box access to the pre-trained public version gpre of the
embedding model g, and that tries to infer A and b (resp. f ).
We call this adversary grey-box because it can approximate
the embeddings from the inputs to h using gpre . We consider
two different scenarios:

1. The embedding model g is frozen during training of f ,
i.e., g = gpre .

2. The embedding model g is fine-tuned during training
of f , i.e., g 6= gpre .

We next present an algebraic attack on Scenario 1, be-
fore we show how to attack Scenario 2 using a hybrid
algebraic/learning-based approach.

2.2. Algebraic Extraction of Classification Layers

Milli et al. (2018) show how to reconstruct models from
oracle access to gradients. Carlini et al. (2020) show how to
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replace gradients by finite differences of logits, enabling re-
constructing models without such an oracle. The basic idea
is to read off the ith column of A as the difference between
f(x+ei) and f(x), where ei = (0, . . . 0, 1, 0, . . . 0)T is the
ith vector of the standard basis in Rn.

When the embedding model is frozen, i.e. g = gpre , the
adversary could in principle substitute xi with the outputs of
gpre and thus extract the classification layer from h. How-
ever, there are two obstacles:

(1) the attack requires the inputs to f to be chosen, which
would effectively amount to reversing the embedding
model; and

(2) the attack relies on access to the raw logits, while APIs
typically only provide log probabilities normalized with
softmax.

We show next how to overcome each of these obstacles.

2.2.1. EXTRACTION FROM KNOWN EMBEDDINGS

As a first step, we show that it is sufficient for the adversary
to know the embeddings, given that they are sufficiently
random. We rely on the following standard result:

Proposition 1. Let x(1), . . . , x(m) ∈ Rn with m ≤ n be
drawn uniformly from an n-cube. Then {x(i)}mi=1 are lin-
early indepdendent with probability 1.

Proof. By induction on m. The base case m = 1 is trivial.
For the inductive case, let {x(i)}m+1

i=1 be chosen uniformly.
By the inductive hypothesis, {x(i)}mi=1 are linearly inde-
pendent, and can be extended with {y(i)}ni=m+1 to form
a basis B of Rn. Choosing x(m+1) uniformly is equiva-
lent to independently sampling each of its coordinates in
B. Then, x(m+1) is in the linear span of {x(i)}mi=1 iff it
has zero coordinates wrt {y(i)}ni=m+1, which occurs with
zero probability. Thus, {x(i)}m+1

i=1 must be linearly indepen-
dent.

Using this fact, we mount the following grey-box attack on
f ◦ g, i.e., we assume the adversary has access to the logits:

1. Choose distinct inputs {x(j)}Nj=1 in X with N > n;
2. Compute their embeddings {y(j) = gpre(x

(j))}Nj=1 and
logits {z(j) = f(y(j))}Nj=1;
3. Construct a matrix Y ∈ R(n+1)×N where the jth column
is (1, y(j))T , and a matrix Z ∈ Rm×N where the columns
are the logit vectors, i.e., Zi,j = z

(j)
i ;

4. Solve for Ã ∈ Rm×n and b̃ ∈ Rm in(
b̃, Ã

)
Y = Z (2)

Proposition 2. Assuming gpre maps inputs to uniformly

distributed embeddings in an n-cube1, the attack above
uniquely determines the parameters of f . I.e., we have
Ã = A and b̃ = b.

Proof. By construction of (2) we have Ãy(j) + b̃ = f(y(j))
for j = 1, . . . , N . The unique solution can be obtained
multiplying Z by the right inverse of Y . For uniformly
random embeddings, this right inverse exists because Y has
full rank with probability 1 by Proposition 1.

While in theory N = n + 1 distinct queries are sufficient
to mount the attack, computing the inverse of Y based with
finite-precision arithmetic can be numerically unstable. In
practice, we gather a larger set of inputs and construct an
over-determined system of equations. We then numerically
compute a least squares solution to Equation (2).

2.2.2. EXTRACTION FROM SOFTMAX

In Section 2.2.1 we assume that the adversary has access to
the raw unnormalized values, or logits. We now consider the
case where the target model’s inference API exposes only
the log probability of each class, obtained by normalizing
logits using softmax and returning the component-wise log
of the result.

Softmax is invariant under translation, i.e., softmax(x) =
softmax(x + (c, . . . , c)). We lift this property to linear
functions:
Proposition 3. Let C ∈ Rm×n be a matrix with identical
rows, i.e., ci,j = ci′,j for all i, i′, j within range. Then for
all A ∈ Rm×n and y ∈ Rn:

softmax((A+ C)y) = softmax(Ay)

Proof. Observe that since all rows of C are identical,
softmax((A+C)y) = softmax(Ay+(k, . . . , k)T ), where
k =

∑n
j=1 c1,jyj . This last term is equal to softmax(Ay)

from the translation invariance of softmax.

Due to Proposition 3 we cannot hope to recover A and b (as
in Proposition 2). However, we can still obtain weights that
yield functionally equivalent results when post-processed
with softmax. Based on the construction of C above, we
propose the following grey-box attack on h:

1. Gather inputs and construct a matrix Y ∈ R(n+1)×N as
described in Steps 2 and 3 in Section 2.2.1.
2. Define D ∈ R(m−1)×N such that Di,j = p

(j)
i − p

(j)
1 ,

where p(j) = log(softmax(f(y(j)))) are the log probabil-
ities of the inputs. That is, we collect differences of log

1 A language model with vocabulary V and maximum sequence
length L can only produce |V |L different embeddings. This is
many more points than representable in the precision used, so not
an issue in practice.
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probability vectors as columns in D, and then subtract the
first row from all rows.
3. Define b̃1 = 0 and ã1,j = 0 for j = 1, . . . , n. Solve for
the remaining components of b̃ and Ã from b̃2 . . . ã2,n

...
. . .

...
b̃m . . . ãm,n

Y =


p
(1)
2 − p

(1)
1 . . . p

(N)
2 −p(N)

1
...

. . .
...

p
(1)
m − p(1)1 . . . p

(N)
m −p(N)

1


Proposition 4. The attack determines the parameters of
f(x) = Ax+ b up to translation, that is:

softmax(Ãy + b̃) = softmax(Ay + b)

Proof. Observe that

p
(k)
i =

n∑
j=1

ai,jy
(k)
j + bi − log

(
m∑
i=1

exp
(
z
(k)
i

))

where z(k) = Ay(k) + b. Hence we have, for i = 2, . . . ,m:

p
(k)
i − p(k)1 =

n∑
j=1

(ai,j − a1,j)y(k)j + (bi − b1) (3)

By construction we have ãi,j = ai,j−a1,j and b̃i = bi−b1,
which implies that the columns of A − Ã and b − b̃ are
constant vectors (resp. the rows of A− Ã are all identical).
With this we apply Proposition 3 to

softmax((A− (A− Ã))y + (b− (b− b̃)))

and obtain the assertion.

Note that, on a technical level, our attack is closely re-
lated to parameter estimation for softmax regression, see,
e.g., Van der Vaart (2000); Yao & Wang (2019). The key
difference is that for regression the goal is to find the best
parameters to fit the data, whereas our goal is to recover a
fixed but unknown set of parameters (i.e., a ground truth)
with a minimal amount of data.

2.3. Hybrid Extraction

We now consider a setting where the embedding model
is fine-tuned together with the classification layer. In this
setting we use the pre-trained public embedding model gpre
as an approximation of the actual embedding model g, i.e.,
g ≈ gpre . Clearly, the performance of the extraction of
f depends on the quality of the approximation g ≈ gpre ,
which is likely to decrease as the learning rate η used to
obtain g from gpre increases. To improve the quality of the
approximation, we propose a hybrid attack:

• We first run a learning-based attack against h. Specif-
ically, we follow Krishna et al. (2020), and create a

replica ĥ = log ◦ softmax ◦ f̂ ◦ ĝ based on fine-tuning
the public encoder gpre using soft labels obtained from
h.

• We then run the algebraic attack described in Sec-
tion 2.2 to extract an approximation f of f , using ĝ as
an approximation of g.

We construct the replica h∗ = log ◦ softmax ◦ f ◦ ĝ by
wiring the classification layer f obtained from the algebraic
attack on top of the encoder ĝ obtained by the learning-based
attack. Note that the query-response pairs used for learning-
based extraction can be re-used for algebraic extraction,
i.e., the hybrid approach does not require any additional
interactions with the target system.

We found that f is generally a better approximation than
f̂ , i.e., hybrid attacks improve over a purely learning-based
attacks. Technically, f and f̂ differ on the optimization goal.
While f̂ is obtained by minimizing cross entropy loss and
L2 regularization results in weights with a smaller norm, f
is a least squares fit.

3. Experiments
In this section we first report on experiments where we
evaluate different aspects of algebraic extraction in isola-
tion, before we study its performance as part of hybrid
algebraic/learning-based approaches.

3.1. Algebraic Extraction

We evaluate our algebraic extraction attacks on two text clas-
sification tasks from the GLUE benchmark: SST-2 (Socher
et al., 2013) and MNLI (Williams et al., 2017). SST-2 is a
binary sentiment analysis task where the goal is to predict
positive or negative sentiment of an input sentence. MNLI
is a task with 3 output classes to predict a relation between
a premise and a hypothesis.

We train different target models using two base mod-
els: (1) BERT-base with 12 layers and 768-dimensional
embeddings and (2) BERT-small with 4 layers and 512-
dimensional embeddings. We vary the learning rate (η) used
to fine-tune the base layers from 0 to 2× 10−5, while the
classifier layer is always trained with a fixed learning rate
of 2× 10−5. In this section, all references to learning rate
refer to the learning rate of the base layers. All our models
are fine-tuned for 3 epochs using PyTorch (Paszke et al.,
2019) and the Hugging Face Transformers library (Wolf
et al., 2020). Our core attack logic is simple and is imple-
mented in only 20 lines of code with around 500 lines of
boilerplate.

To perform the attack, we vary the type (task-specific vs.
random) and number of queries made to the target model
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for extraction of the classification layer. For task-specific
queries, we use the respective SST-2 and MNLI test sets,
since these are in-distribution but unseen during training.
For random queries, we sample nonsensical strings (or pairs
of strings for MNLI) of varying length that can be encoded
in up to 128 tokens. To create the replica, we use the pub-
lic pre-trained BERT model (BERT-small or BERT-base,
depending on the target model) and combine it with the
extracted classification layer.

We measure the success of the attack in terms of the replica’s
accuracy and agreement with the target model, both on the
validation set of the task and on a different set of random
challenge inputs.

Research questions. We experimentally evaluate our alge-
braic attack to answer the following questions:

• Type of extraction queries: How does the type of
query submitted by the attacker (e.g., task-specific vs.
random) affect the success of the attack.

• Number of extraction queries: How does the number
of queries used by the attacker affect the success of the
attack?

• Effect of base learning rate: How does fine-tuning
the base model with different learning rates affect the
success of an algebraic attack?

Main results. Table 1 summarizes the key results across our
evaluation for two extreme cases where (i) the base layers
of the target model are frozen (η = 0) or (ii) fine-tuned with
the same learning rate as the classifier layer (η = 2× 10−5).
Our findings are:

• For frozen base models, the attack produces models
with 100% agreement, with numbers of queries equal
(for SST-2) or twice as large (for MNLI) as the dimen-
sion of the embedding space.

• For fine-tuned models, agreement drops to 10% below
the learning-based state-of-the-art (Krishna et al., 2020)
for SST-2, but is achieved with an order of magnitude
less queries: 1821 versus 67 349. For MNLI, algebraic
extraction performs poorly and improves slowly with
the number of queries.

Effect of type of queries: Task-specific vs. Random. The
type of queries used to extract the model could impact both
the success of the attack as well as the defender’s ability
to detect the attack. To explore this effect, we perform ex-
traction attacks using both task-specific (i.e., in-distribution)
queries, or randomly-generated queries. In all cases, we use
only 2H extraction queries (i.e., 1536 for BERT-base and
1024 for BERT-small models), where H is the dimension of
the embedding space. We evaluate the worst-case scenario
(from an attacker’s perspective) where the base layers have
been fine-tuned with the same learning rate as the classi-
fication layers (η = 2× 10−5). The results are shown in

Table 2. The key observations are:

• A model extracted using task-specific queries provides
a similar level of agreement with the target model on
both task-specific and random inputs. Thus, extraction
using task-specific queries works better in general and
is harder to distinguish from genuine benign queries.

• A model extracted using random queries provides bet-
ter agreement with the target model on random inputs
than on task-specific inputs. The gap between agree-
ment on task-specific and random inputs is more pro-
nounced for this type of queries.

Effect of number of queries. Using task-specific queries,
we vary the number of queries used for the extraction and
report both the task accuracy of the extracted model and
the agreement between the target and extracted models in
Figure 1. The size of the respective test sets limits the
number of queries we could use for this experiment. Again
we use a learning rate of η = 2× 10−5 to evaluate the worst-
case scenario from the attacker’s perspective. Note that
the baseline task accuracy for a model performing random
guessing on a balanced dataset for SST-2 and MNLI is 50%
and 33% respectively. The key observations are:

• For both tasks and models, our extracted model per-
forms better than a random guess and we observe a
clear increase in extracted model task accuracy and
agreement as queries increase.

• After a sharp initial increase, there appear to be di-
minishing returns beyond 2H queries (i.e., 1536 for
BERT-base and 1024 for BERT-small models).

• As above, we achieve lower absolute task accuracy and
agreement for MNLI than for SST-2.

Overall, the number of queries we require to achieve reason-
able agreement is still orders of magnitude lower than prior
work.

Effect of learning rate. Finally, we quantify the effect of
the learning rate used to fine-tune the base layers. We attack
target models trained with learning rates ranging from 0
(frozen) to 2× 10−5 (note that the classification layers all
use 2× 10−5) using task-specific queries. The accuracies
and agreement of target and extracted models are depicted
in Figure 2. We highlight the following:

• Agreement between the target and extracted models
always starts at 100% for frozen base layers but de-
creases as the learning rate increases.

• The target model accuracy increases with learning rate
and, interestingly, extracted model accuracy increases
slightly initially before decreasing for higher learning
rates.
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Table 1. Key results for different model sizes and downstream tasks. Agreement shows on how many inputs the extracted model exactly
matches with the target model. #queries denote the number of queries required to extract the model. For SST-2, we are limited by the test
inputs available in the dataset i.e., 1821. H is the output dimension of the base model.

Frozen (η = 0) Fine-tuned (η = 2× 10−5)

#queries Target Acc. Agreement #queries Target Acc. Agreement

SST-2 BERT-base 769 (H + 1) 0.75 1.0 1821 (2.3 ∗H) 0.91 0.83
BERT-small 513 (H + 1) 0.70 1.0 1821 (3.5 ∗H) 0.87 0.79

MNLI BERT-base 1024 (2 ∗H) 0.43 1.0 3456 (4.5 ∗H) 0.83 0.44
BERT-small 1536 (2 ∗H) 0.45 1.0 3584 (7 ∗H) 0.77 0.44768 1280 1792 2304 2816 3328 3840

Number of queries

0.5

0.6

0.7

0.8

0.9

1.0

S
co

re

SST-2 (BERT-Base, η = 0), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

768 1280 1792 2304 2816 3328 3840

Number of queries

0.5

0.6

0.7

0.8

0.9

S
co

re

SST-2 (BERT-Base, η = 10−7), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

768 1280 1792 2304 2816 3328 3840

Number of queries

0.3

0.4

0.5

0.6

0.7

0.8

0.9

S
co

re

SST-2 (BERT-Base, η = 10−6), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

768 1280 1792 2304 2816 3328 3840

Number of queries

0.3

0.4

0.5

0.6

0.7

0.8

0.9

S
co

re

SST-2 (BERT-Base, η = 2× 10−5), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

768 1280 1792 2304 2816 3328 3840

Number of queries

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

S
co

re

MNLI (BERT-Base, η = 0), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

768 1280 1792 2304 2816 3328 3840

Number of queries

0.2

0.3

0.4

0.5

0.6

0.7

S
co

re

MNLI (BERT-Base, η = 10−7), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

768 1280 1792 2304 2816 3328 3840

Number of queries

0.2

0.3

0.4

0.5

0.6

0.7

S
co

re

MNLI (BERT-Base, η = 10−6), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

768 1280 1792 2304 2816 3328 3840

Number of queries

0.2

0.3

0.4

0.5

0.6

0.7

0.8

S
co

re

MNLI (BERT-Base, η = 2× 10−5), Real queries

Random baseline

Target model accuracy

Extracted model accuracy

Validation agreement

Random agreement

Figure 1. Effect of number of task-specific queries on extracted model accuracy and agreement with the target model. For SST-2, beyond
1821 queries we use samples from the train split; we get similar results using unrelated in-distribution queries. Full results (including
BERT-small and random queries) in the supplementary material.

Table 2. Agreement of models extracted using task-specific vs.
random queries (η = 2× 10−5, #queries = 2H). Agreement
shown for both task-specific inputs and randomly generated inputs.

Task-specific
queries

Random
queries

Task Random Task Random

SST-2 BERT-base 0.81 0.89 0.63 0.90
BERT-small 0.74 0.76 0.67 0.86

MNLI BERT-base 0.41 0.21 0.36 0.74
BERT-small 0.48 0.39 0.33 0.88

3.2. Hybrid Extraction

We perform experiments where we compare the perfor-
mance of algebraic (see Section 2.2), learning-based (see Kr-
ishna et al. (2020)), and hybrid algebraic/learning-based (see
Section 2.3) extraction attacks on different model architec-
tures and classification tasks.

Specifically, we compare extraction on three different clas-

sification tasks: SST-2, MNLI, and AG News, using the
following architectures: (1) BERT-small, (2) DistilBERT
(3) BERT-base, (4) ALBERT-base-v2, (5) RoBERTa-base,
and (6) XLNet-base-cased. We obtain most of the target
models from the Hugging Face model hub and fine-tune the
remaining models ourselves. For learning-based extraction,
we fine-tune for 3 epochs the base model and any additional
layers in the classification head using the AdamW optimizer
with initial learning rate 3× 10−5.

We use the WIKI query generator from Krishna et al. (2020)
as a source of realistic, task-independent queries. The gener-
ator samples sentences from the WikiText-103 corpus. For
MNLI, it constructs the hypothesis by randomly replacing 3
three words in the premise. We consider small and moderate
query budgets: Small corresponds to twice the input dimen-
sion of the classification layer (i.e., 1024 for BERT-small,
and 1536 for DistilBERT, BERT-base, RoBERTa, ALBERT,
and XLNet), whereas moderate corresponds to 10% the size
of the training data used for fine-tuning (i.e., 6734 for SST-2,
39 270 for MNLI, and 12 000 for AG News).

As before, we use task accuracy and agreement of the repli-
cas to benchmark attack performance. The results of our
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analysis are summarized in Table 3. We highlight the fol-
lowing findings:

• For moderate query budgets, hybrid extraction out-
performs learning-based extraction on 17 of the 18
model/task combinations considered in terms of task
accuracy, with the exception of BERT-base/MNLI.

• This also holds for agreement, where hybrid extraction
outperforms learning-based on 15 of 18 model/task
combinations, with the exception of DistilBERT/SST-
2, BERT-base/SST-2, and BERT-base/MNLI.

• For small query budgets, learning-based extraction out-
performs hybrid extraction in terms of accuracy and
agreement on most task/model combinations. A likely
reason for this is that the learned approximation of the
target’s embedding model is not sufficiently accurate
to gain any advantage from algebraic extraction.

In summary, hybrid extraction almost consistently improves
over learning-based extraction for moderate query budgets.
Even though the gains are modest, they are significant given
the good baseline performance of learning-based extraction.
Moreover, these gains computationally cheap and do not
require any additional queries. Improved learning-based
extraction attacks and larger query budgets result in higher
gains from hybrid attacks.

4. Discussion
Defenses against model extraction attacks. Several de-
fences against model stealing attacks focus on identifying
malicious query patterns. Juuti et al. (2019); Atli et al.
(2020) collect stateful information about queries at the API-
level and flag potential attacks as deviations from a benign

distribution. Kariyappa & Qureshi (2019) propose a de-
fense that selectively returns incorrect predictions for out-
of-distribution queries. While such approaches are shown
to be effective against learning-based attacks, our attack
can leverage random and in-distribution queries alike, and
will hence evade such defenses. Other defenses rely on
limiting the information available to the adversary, for ex-
ample by quantizing prediction probabilities (Tramèr et al.,
2016), or adding perturbations (Lee et al., 2018) to poison
the attacker’s training objective (Orekondy et al., 2020),
or watermarking the model so that extraction becomes de-
tectable (Uchida et al., 2017). We expect that these kinds
of defenses can be effective against algebraic attacks, but
leave an in-depth investigation to future work.

5. Related Work
There is a growing body of work studying the extraction of
machine learning models, see e.g., Lowd & Meek (2005);
Tramèr et al. (2016); Orekondy et al. (2018); Rolnick &
Körding (2020); Pal et al. (2020); Krishna et al. (2020);
Carlini et al. (2020). These approaches differ in terms of the
adversary’s objectives, the model architecture, and the tech-
niques they employ for extraction, see Jagielski et al. (2020)
for a recent taxonomy and survey. For conciseness we focus
this discussion on work that targets natural language models
or uses techniques related to ours, as well as on defenses.

Extraction of Natural Language Models. Krishna et al.
(2020) are the first to report on model extraction of large
natural language models. They rely on a learning-based ap-
proach where they use the target model to label task-specific
queries, which they craft based on random words. They also
observe that transfer learning facilitates model extraction
in that the adversary can start with a known base model for
training the replica. Our attack goes one step further in that
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Table 3. Accuracy and agreement results for learning-based and hybrid attacks using an extraction dataset created by the WIKI generator
from Krishna et al. (2020) with a size of either twice the input dimension of the classification layer, or 10% of the size of the training data
used for fine-tuning (i.e., 6734 for SST-2, 39 270 for MNLI, and 12 000 for AG News).

Task Model Target
#queries = 2 ∗H #queries = 10%|training set|

Learning Hybrid Learning Hybrid
Acc. Acc. Agr. Acc. Agr. Acc. Agr. Acc. Agr.

SST-2

BERT-small 0.875 0.756 0.819 0.761 0.818 0.815 0.897 0.827 0.904
DistilBERT 0.909 0.849 0.880 0.849 0.877 0.876 0.912 0.877 0.908
BERT-base 0.924 0.873 0.916 0.850 0.859 0.885 0.933 0.886 0.925
ALBERT-base 0.925 0.763 0.773 0.826 0.838 0.881 0.903 0.894 0.916
RoBERTa-base 0.940 0.904 0.922 0.894 0.911 0.914 0.939 0.914 0.939
XLNet-base 0.944 0.897 0.921 0.908 0.935 0.911 0.953 0.914 0.954

MNLI

BERT-small 0.777 0.322 0.332 0.330 0.330 0.607 0.667 0.623 0.686
DistilBERT 0.812 0.353 0.350 0.361 0.368 0.613 0.654 0.643 0.694
BERT-base 0.846 0.375 0.381 0.366 0.373 0.706 0.752 0.702 0.747
ALBERT-base 0.849 0.371 0.381 0.364 0.370 0.406 0.412 0.407 0.414
RoBERTa-base 0.881 0.355 0.347 0.350 0.354 0.695 0.724 0.709 0.737
XLNet-base 0.871 0.320 0.327 0.334 0.336 0.709 0.743 0.729 0.761

AG News

BERT-small 0.939 0.849 0.877 0.876 0.904 0.899 0.934 0.901 0.938
DistilBERT 0.951 0.887 0.913 0.881 0.909 0.908 0.935 0.909 0.940
BERT-base 0.955 0.876 0.889 0.864 0.876 0.897 0.913 0.905 0.924
ALBERT-base 0.948 0.871 0.888 0.817 0.831 0.864 0.885 0.866 0.889
RoBERTa-base 0.948 0.901 0.917 0.811 0.819 0.902 0.920 0.907 0.922
XLNet-base 0.951 0.875 0.895 0.858 0.877 0.906 0.929 0.909 0.935

we leverage public knowledge about the embeddings for
mounting an algebraic attack on the last layer. Our algebraic
extraction technique can be combined with their attack to
further improve agreement and accuracy without requiring
any additional queries.

Algebraic model extraction attacks. Most model extrac-
tion attacks rely on training the replica on labels generated
by the target model. Recently, a class of attacks has emerged
that uses algebraic techniques to recover deep neural net-
works, achieving copies with higher fidelity using smaller
numbers of queries compared to learning-based approaches.
The core idea goes back to Milli et al. (2018), using ob-
servations of gradients to recover model parameters. This
is leveraged by Rolnick & Körding (2020); Jagielski et al.
(2020); Carlini et al. (2020) which estimate gradients from
finite differences of logits, and then use this information to
recover model parameters.

Our algebraic extraction technique differs from these ap-
proaches in several aspects. First, we only extract a single
layer, whereas the other attacks have been demonstrated for
up to two hidden layers. Second, as our attack is grey-box,
we only assume that the attacker knows the inputs, whereas
the other approaches require that the adversary be able to
choose them. Third, we show how to extract the model
despite a softmax activation layer, which was not considered
or demonstrated before.

6. Conclusion
We propose a novel algebraic grey-box extraction attack and
demonstrate it on large natural language models. The attack
is indistinguishable from legitimate use in terms of the type
and number of queries required. When run stand-alone, al-
gebraic extraction is highly effective for models with frozen
base layers; when run in combination with learning-based
attacks, algebraic extraction yields gains without requiring
additional queries.
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