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ABSTRACT
During the recent years and with the growing influence of neural
architectures, tasks such as ad hoc retrieval have witnessed an im-
pressive improvement in performance. For instance, the performance
of rankers on the passage retrieval task on the MS MARCO dataset
has improved by an order of magnitude in less than two years. In this
paper, we go beyond the overall performance of the state of the art
rankers and empirically study their performance from a finer-grained
perspective. We find that while neural rankers have been able to
consistently improve performance, this has been in part thanks to
a specific set of queries from within the larger query set. We sys-
tematically show that there are subsets of queries that are difficult
for each and every one of the neural rankers, which we refer to as
obstinate queries. We show the obstinate queries are similar to easier
queries in terms of their number of available relevant judgement
documents and the length of the query itself but they are extremely
more difficult to satisfy by existing rankers. Furthermore, we observe
that query reformulation methods cannot help these queries. On this
basis, we present three datasets derived from the MS MARCO Dev
set, called the MS MARCO Chameleon datasets. We believe that the
next breakthrough in performance would need to necessarily consider
the queries in the MS MARCO Chameleons, as such, propose that
a well-rounded evaluation strategy for any new ranker would need
to include performance measures on both the overall MS MARCO
dataset as well as the proposed MS MARCO Chameleon datasets.

1 INTRODUCTION
The recent advances in neural information processing has made a
noticeable impact on many information retrieval tasks including
question answering, [14, 20, 25], ad hoc retrieval [10, 15, 16, 26, 31],
and knowledge graph search [11], just to name a few. Particularly,
the ad hoc retrieval task has witnessed a number of recent neural
(re)rankers that have shown impressive performance improvements
over traditional retrieval methods [13]. These developments have
been made possible, in part, thanks to the large-scale datasets such
as MS MARCO [32] that provide a large number of queries and
their associated relevance judgements, which can be used for training
neural rankers. When reviewing the leaderboard associated with the
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Table 1: Comparing the median and mean of average precision
and reciprocal rank over 6,980 queries in the MS MARCO Dev
set.

Average Precision Reciprocal Rank
Method Citation Mean Median Mean Median
BM25 [18] 0.1956 0.0455 0.1874 0
DeepCT [5] 0.2500 0.0833 0.2421 0
DocT5Query [33] 0.2850 0.125 0.2768 0.1250
RepBERT [48] 0.3041 0.125 0.2967 0.1250
ANCE [42] 0.3365 0.1667 0.3304 0.1667
TCT-ColBERT [27] 0.3415 0.1667 0.3349 0.1667

MS MARCO passage retrieval dataset, the performance improve-
ments gained over the past two years is impressive. For instance,
the best run submitted to the MS MARCO leaderboard in 2018
produced an MRR@10 of 0.271 on the development set, while the
best run submitted in 2020 reported 0.426 on the same metric and
dataset. This means that the effectiveness of the ranking methods has
improved by an order of magnitude over a two-year period.
While the MS MARCO leaderboard and the authors of many

papers resort to reporting their effectiveness based on the whole
collection of queries, the focus of this paper is to dig deeper into the
performance of recent state of the art neural rankers at the query
level and explore whether the improvements obtained by the neural
rankers are consistent across the whole dataset or not. There are
many ranking stacks that provide the state-of-the-art performance
by multi-stage ranking [8, 34], however, in this work, we only focus
on single stage retrievals. Improving first stage of the ranking stack
would consequently lead to performance boost. Based on an empirical
study over the runs of five leading neural-based first stage retrieval
methods, we find there are a consistent set of poor-performing queries
that cannot be addressed by any of the existing neural rankers. We
additionally observe that the performance improvements observed
by neural rankers are due to gradual improvements obtained over a
certain subset of the dataset and as such, performance improvements
reported in the literature are not necessarily due to the consistent
performance improvement over all of the queries.
In order to substantiate our discussion, let us consider several

state-of-the-art methods that have shown strong performance on the
6,980 queries in the MS MARCO Dev set. These methods along
with mean and median of their average precision and reciprocal rank
are reported in Table 1. The contrast between mean and median is
quite meaningful and shows that a significant number of the queries
report an average precision less than the overall reported average.
We will show later in the paper that even for the queries that show

https://doi.org/10.1145/3459637.3482011
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performance improvements, the overall distribution is long-tail where
a limited number of queries have been improved to a great extent
while the others do not enjoy much or any improvements.
Based on this initial observation, our work focuses on studying

the performance of those queries that have shown a performance
lower than the median. This set of queries constitutes 50% of the
queries in the dataset and are those that are the hardest for each
baseline to handle. While there are always a set of queries that are
more difficult to handle by a ranker, we are interested in studying:
(1) whether there are a set of queries that are difficult for all or the
majority of the state of the art neural rankers to address, and (2) if so,
would there be a ranker that can specifically address these queries.
Summarily, we find that there are a significant number of queries that
cannot be addressed by any of the state of the art neural rankers. We
refer to these queries as obstinate queries1 because of their difficulty.
This means that regardless of the neural ranker, these queries will
not see any performance improvements and the increase in overall
performance reported by the ranker are due to improvements on
another selected subset of queries. To the best of our knowledge, this
issue has not been reported in the literature or by the community and
deserves careful treatment, if any further headways are to be made
on the stable and consistent performance of neural rankers.
We provide a complete empirical treatment of this situation and

report to what extent obstinate queries can be observed across the
state of the art neural rankers. We then systematically develop three
datasets, which we refer to asMS MARCO Chameleons, consisting
of obstinate queries that cannot be addressed by neural rankers. The
objective is for the community to report the effectiveness of newly
proposed rankers not only based on the full MS MARCO dataset,
but also to report performance on the datasets proposed by this
paper, which will show whether newly proposed methods are able
to diversify the set of queries that they improve or that they are
also limited to a small set of queries that have consistently been
improved in the past. Furthermore, given the literature has reported
that hard queries can often be due to issues such as vocabulary
mismatch, and hence can be improved through query reformulation
[9, 12, 24, 41], we report the performance of several strong query
reformulation techniques on theMSMARCOChameleons dataset and
show that such queries remain stubborn and do not report noticeable
performance improvements even after systematic reformulation.
The concrete contributions of this resource-track paper is as

follows:
• We empirically study the performance of the state of the art
neural rankers on the MS MARCO dataset and report the
effectiveness of such methods on very obstinate queries also
known as difficult queries. We report our findings on whether
and to what extent the obstinate queries for the neural methods
are common between them;

• We release a collection of three datasets, referred to as MS
MARCO Chameleons, that consist of queries that are consis-
tently obstinate for all neural rankers to address. The three
datasets are categorized based on the level of the difficulty of
their queries;

• We report the performance of the state of art neural rankers on
the MS MARCO Chameleons datasets and further investigate

1Some other authors have referred to these queries as hard or difficult queries.

whether the performance of these queries can be improved
through query reformulation techniques.

Figure 1: Performance of individual queries on the MS MARCO
Dev set in terms of mean average precision. In each subfigure,
the Y-axis represents MAP and the X-axis represents individual
queries when sorted by MAP.

We make all three MS MARCO Chameleons datasets, the runs for
all neural rankers on the three datasets, the reformulated queries, and
the associated code publicly available for future research.2

2 EMPIRICAL STUDY ON MS MARCO
2.1 Study Setup
Weperform our empirically study on theMicrosoftMAchine Reading
Comprehension (MS MARCO) dataset3, which is a large-scale
collection with focus on enabling the application of deep learning
methods for information retrieval. Specifically, the MS MARCO
dataset for passage retrieval consists of over 8.8 million passages and
more than 500K pairs of queries and relevant passages for training
purposes. In addition, there are 6,980 queries that are intended to be
used for evaluation purposes, which is known as the MS MARCO
Development set (Dev set). We focus our empirical study on the MS
MARCO Dev set to measure the performance of the state of the art
neural rankers and to potentially identify obstinate queries. In order
to measure performance, we use the mean average precision (MAP)

2https://github.com/Narabzad/Chameleons
3https://microsoft.github.io/MSMARCO/

https://microsoft.github.io/MS MARCO/
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Table 2: Performance of individual baselines on their bottom X% of their worst performing queries when sorted on average precision
where X =10, 20, 30, 40, 50. We also reported performance on all queries, i.e., X=100.

Evaluation MAP MRR@10
Method 10% 20% 30% 40% 50% 100%(All queries) 100%(All queries)
BM25 0.0000 0.0005 0.0019 0.0047 0.0098 0.1956 0.1874
DeepCT 0.0000 0.0016 0.0049 0.0108 0.0209 0.2499 0.2421
DocT5Query 0.0009 0.0042 0.0104 0.0205 0.0354 0.2850 0.2768
RepBERT 0.0010 0.0044 0.0103 0.0195 0.0344 0.3040 0.2967
ANCE 0.0017 0.0066 0.0151 0.0280 0.0476 0.3365 0.3304
TCT-ColBERT 0.0020 0.0072 0.0161 0.0299 0.0499 0.3415 0.3349
Average 0.0011 0.0045 0.0423 0.0202 0.0351 0.2884 0.2782

metric and compute it over the top-1000 retrieved documents. In
our opinion, this is a more appropriate evaluation strategy for our
purpose compared to the adopted MRR@10 in the MS MARCO
leaderboard, as we would like to show the potential for improvement
by considering a deeper list of retrieved documents. However, in
Table 2, we report MRR@10 as well.

2.2 Ranking Baselines
While the leaderboard associated with the MS MARCO dataset
consists of a multitude of neural rankers, many of them are either
various interpolations of multiple methods, are multi-stage retrievers
or do not come with an associated formal or informal documentation
describing them. As such, we have chosen five neural rankers that
are well documented and have been replicated by multiple research
groups in our set of baselines. In addition, we include BM25, which
has shown to be a strong traditional ranker. Based on [27], We
can categorize our baselines into sparse retrievers (bag-of-word
based), dense retrievers (those who utilized contextualized pre-
trained embedding such as BERT) and Hybrid retrievers (those that
employs both sparse and dense retrievers). These rankers are briefly
introduced here:

BM25 [18]4: We adopt the BM25 implementation provided by
Anserini [44] to serve as a representative of stable traditional rankers.

DeepCT [5]5 : Dai et al. employ BERT [7] to generate a context-
aware bag of words termweights for documents and queries [6]. Their
proposed deep contextualized term weighting framework predicts
term weights for documents and queries. The predicted weights are
converted into term frequency representations in the corresponding
documents and queries. Based on the modified documents, the
authors apply BM25 to retrieve relevant documents for the modified
version of the query.

DocT5Query [33]6: This method is based on expanding a docu-
ment in the collection with the set of queries that discriminatively
represent the document content [35]. Nogueira et al. trained a T5
transformer to generate queries for any given document. These
queries are then appended at the end of each document. Similar to
DeepCT, DocT5Query employs a BM25 retriever to find relevant
documents from amongst the expanded documents for a given query.

4https://github.com/castorini/anserini
5https://github.com/AdeDZY/DeepCT
6https://github.com/castorini/DocT5Query

RepBERT [48]7: This dense retriever represents documents and
queries with fixed length contextualized embeddings to address
semantic mismatch. At inference time, the inner product of the
representations for queries and documents are calculated as the
relevance of the document for the query.

ANCE [42]8: Approximate nearest-neighbour Negative Con-
trastive Estimation (ANCE), is a training method that builds negative
samples from an Approximate Nearest Neighbor (ANN) index. Simi-
lar to other BERT-based dense retrievers [8, 20, 48], ANCE uses the
dot product between the learned dense representation of each query
and document pair.

TCT-ColBERT [27]9: This model builds on the TCT-ColBERT
method [21] by enabling an approximate nearest neighbor search
by distilling knowledge from TCT-ColBERT’s MaxSim operator.
In this method, the tight coupling between the teacher model and
the student model enables more accurate dense representations of
documents and queries, which leads to higher performance gains.
TCT-ColBERT is a Hybrid approach which employs both traditional
bag-of-word as well as bi-encoder architecture to do the retrieval in
a single stage.

2.3 Performance on MS MARCO
In this section, we thoroughly show the performance of all the
baselines introduced in Section 2.2 on the 6,980 queries of the MS
MARCO Dev set. However, in addition to comparing the average
performance of baselines over all queries, we dig deeper into individ-
ual queries. Figure 1 demonstrates the performance of each baseline
on each query sorted based on MAP.
We observe from Figure 1 that the performance of all of the six

baselines follows a long-tail distribution. This indicates that no matter
which baseline method is considered, whether it be a traditional
BM25 ranker or a complex neural ranker, there is a noticeable number
of queries for which the rankers are unable to return any reasonable
ranking. For instance, when considering the best performing dense
retriever, i.e., TCT-ColBERT or ANCE, there are over 3,000 queries
(out of a total of 6,980) that have an average precision of lower
than 0.1. This observation lays the foundation of our work in this
paper. While each recent neural ranker has extensively evaluated its

7https://github.com/jingtaozhan/RepBERT-Index
8https://github.com/microsoft/ANCE
9https://github.com/castorini/pyserini/blob/master/docs/experiments-tct_TCT-
ColBERT.md

https://github.com/castorini/anserini
 https://github.com/AdeDZY/DeepCT
 https://github.com/castorini/DocT5Query
 https://github.com/jingtaozhan/RepBERT-Index
 https://github.com/microsoft/ANCE
https://github.com/castorini/pyserini/blob/master/docs/experiments-tct_TCT-ColBERT.md
https://github.com/castorini/pyserini/blob/master/docs/experiments-tct_TCT-ColBERT.md
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Table 3: The number of queries that performed consistently poorly among all the baselines. We consider 10,20,30,40 and 50% of the
most obstinate queries as “poorly performing” queries.

Number of Rankers Dataset Name 10% 20% 30% 40% 50%

Common
in # rankers

6 Lesser Chameleon
(Chameleons that are endanger of extinction) 95 359 705 1,170 1,693

5 Pygmy Chameleon
(Chameleon’s that are quite rare in nature) 223 615 1,154 1,763 2,473

4 Veiled Chameleon
(Chameleons that are common) 400 982 1,640 2,390 3,119

performance on the MS MARCO dataset, and in cases, provided
qualitative analysis of the reasons why the method performs well, to
the best of our knowledge, there has not been any work that identify
such a large number of poor performing queries over all neural
rankers.
In order to further study the performance of the rankers at the

individual query level, we arrange the queries based on their average
precision. To do so, queries are classified into different difficulty
groups representing the bottom X% of the worst performing queries
for each baseline. We consider those queries that are in the bottom
50% of performance to be obstinate queries and those in the bottom
10% to be the most obstinate. We report five difficulty categories
representing the bottom 10%, 20%, 30%, 40% and 50% of queries
when sorted based on average precision.
Table 2 summarizes the performance of each baseline based on

their difficulty groups. The Table clearly shows the stark difference
between the overall performance of the baseline on all queries
compared to their performance on each of the difficulty classes.
For instance, DeepCT reports a MAP of 0 on the bottom 10% of
the queries, which is equivalent to an average precision of 0 on
698 queries. The best performing neural ranker, i.e., TCT-ColBERT
reports 0.002 and 0.0499 on the bottom 10% and 50% of the queries,
which is equivalent to only 0.5% and 14.6% of the performance
shown over all of the queries. In order to understand whether the
observations on the poor performance of the rankers are generalizable
across all rankers, we further investigate the degree of overlap between
the different query difficulty groups of the rankers. If there is a high
degree of overlap between these query groups, this shows that there
is a subset of queries which cannot be effectively satisfied by any of
the rankers.

3 THE PROPOSED CHAMELEON DATASETS
To study if there exist a subset of queries which are extremely
obstinate and there is no retrieval method that can handle it properly,
we identify the set of common queries in the X% of the most
obstinate queries per ranker. We report three different versions of
overlap between the queries that are placed in the bottom X% of
queries for the rankers. Table 3 reports three variations, namely the
number of queries that are (1) common in all six rankers, (2) at least
observed in five of the six rankers and (3) at least observed in four of
the six rankers within the considered X%. As seen in the table, there
are a considerable number of queries in each of the three variations
that are common between the different rankers. When looking at the
variation that identifies common queries between at least 4 of the
rankers, we observe that there are a set of 400 common queries that

are in the bottom 10% of the worst performing queries of at least 4
of the rankers. This number is 95 when all worst performing queries
of all rankers are considered. Similarly, there are 3,119 queries that
are shared among at least four rankers in their bottom 50% of the
most obstinate queries. This is approximately 45% of the queries
in the MS MARCO Dev set. This becomes increasingly noticeable
when pointing out that the performance of the rankers on this subset
of 45% of the queries is approximately 22% of the overall reported
performance of the rankers. Even when considering the strictest
variation, where the queries are common among all six rankers, we
find 1,693 queries in the bottom 50%, equivalent to 25% of the whole
query set. Similarly performance of the rankers on this subset that
consists of 25% of all MS MARCO queries is around 8% of the
overall performance of the rankers.
To further investigate how the six baselines deal with the common

obstinate queries, we explore the number of shared obstinate queries
in each possible pair of the baselines on the X% most obstinate
queries for them in Figure 2. In other words, given two rankers𝐴 and
𝐵, we define the obstinate query set 𝐻𝑋% (𝐴) as the set of all queries
that are among the most obstinate X% of both rankers. We define
𝑎𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡 of ranker 𝐴 and 𝐵 on obstinate queries as:

𝐴𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡 (𝐴, 𝐵) = | (𝐻𝑋% (𝐴) ∩ 𝐻𝑋% (𝐵)) |
| (𝐻𝑋% (𝐴) ∪ 𝐻𝑋% (𝐵)) |

(1)

In Figure 2, the y-axis represents the agreement between each
pair of rankers and the x-axis illustrates the percentage of obstinate
queries that were considered. We conclude from this figure that given
any pairs of rankers, regardless of whether they are based on complex
transformer models or low-cost bag-of-word approaches, they share
a substantial amount of obstinate queries.
Based on our analysis of the MS MARCO dataset and six rankers,

we find that not only are the obstinate queries not unique for each
ranker, but also, there are a large number of queries that are shared
among the different rankers, which we refer to as obstinate queries.
Based on the classification provided in Table 3, we develop and
publicly share three datasets consisting of obstinate queries that were
simultaneously obstinate for various rankers. These datasets include:

• Veiled Chameleon dataset, which consists of 3,119 queries
that were common between the bottom 50% worst performing
queries of at least four rankers;

• Pygmy Chameleon dataset that includes 2,473 queries shared
between at least five rankers from the bottom 50% of the
queries; and,

• Lesser Chameleon dataset that covers 1,693 queries which
are considered to be obstinate by all six rankers.
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Figure 2: The degree of overlap between the most obstinate queries for each pair of baseline retrieval methods.

We provide five splits for each of these datasets as explained earlier
and shown in Table 3. The performance of the six rankers for the
bottom 50% of queries are reported on each of the Chameleon data
sets in Table 4 in terms of MAP, nDCG and MRR@10, respectively.
The reported performances show that the queries in each of the
datasets are disproportionately low performing and are obstinate
to address for all six rankers. Now, one might argue that the lower
performance of the queries in these three datasets may be due to
the lower number of relevant judgement documents for each of
these queries. We report the average number of relevant judgement
documents per query in each of the Chameleon datasets and compare
it to the whole MS MARCO dataset in Table 5. As seen in the table,
the average number of relevant documents is comparable to, and
in many cases higher than, the average for the whole MS MARCO
dataset. Hence the lower performance is not attributable to the
relevant judgments. We also report the average length of the queries
for each of the Chameleon datasets compared to the MS MARCO
dataset in Table 6 and show that the average length of queries is also
comparable and not a source of impact on query performance.
It is our belief that the community will significantly benefit from

reporting ranker performances on these three Chameleon datasets
in addition to the overall MS MARCO Dev set, as it will allow
researchers to understand how each new ranker contributes to the
advancement of the state of the art by showing whether a ranker
improving the queries that are already treated well by other rankers,
or it is in fact covering a set of queries that are obstinate to address
for a host of existing strong neural rankers. The next breakthrough
within this space would need to systematically address the queries
that are included in the MS MARCO Chameleon datasets in order to
be able to show significant improvements over existing rankers.

3.1 Correlation Between Obstinate Queries and
All Queries

It is important to further investigate whether the overall performance
of retrieval methods on all queries are correlated with their perfor-
mance on the obstinate query sets. Figure 3 shows the mean average
precision of the chameleons query sets, and all queries on y-axis
and x-axis, respectively. We observe that a consistent correlation
between the performance of the six baseline retrieval methods on all
queries vs obstinate queries does not necessarily hold. This indicates
that a better performance on all queries does not necessarily guar-
antee a better performance on the chameleon query sets. This is an
additional indication that it is desirable to use the chameleon query
sets for evaluating retrieval methods to see how a retrieval method
performs over obstinate queries, which not necessarily be known
when considering all queries.

3.2 Validating the Properties of Obstinate Queries
In this section, we study whether the properties of obstinate queries
are relatively consistent across different retrieval methods. In Figure
4 and just as an example, we visually compare the performance
of two retrieval methods on three chameleons dataset in terms of
their mean average precision. As shown in this Figure, the more the
query set is obstinate, the lower the performance of both retrieval
methods would be on the query set. We study if this observation
is consistent across all the retrieval models or not. We first note
that the Lesser Chameleon query set includes the most obstinate
queries followed by Pygmy Chameleon query set and then followed
by the Veiled Chameleon query set. As such, it is expected that
the retrieval performance of the retrieval methods be lowest on
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Table 4: Performance of the the 6 retrieval methods on the Chameleon datasets in terms of MAP, nDCG and MRR@10 on 50% most
obstinate queries.

# common
in rankers Dataset Name BM25 DeepCT DocT5Query RepBERT ANCE ColBERT

6 Lesser Chameleon 0.0066 0.0122 0.0185 0.0212 0.0286 0.0267
5 Pygmy Chameleon 0.0215 0.0241 0.0403 0.0398 0.0546 0.0462MAP
4 Veiled Chameleon 0.0392 0.0401 0.0664 0.0560 0.0847 0.0785
6 Lesser Chameleon 0.0894 0.1143 0.1378 0.1464 0.164 0.1617
5 Pygmy Chameleon 0.1187 0.1378 0.1716 0.1742 0.1973 0.1937nDCG
4 Veiled Chameleon 0.1447 0.1617 0.2029 0.1988 0.2244 0.2258
6 Lesser Chameleon 0.0032 0.0002 0.0032 0.0039 0.0096 0.0069
5 Pygmy Chameleon 0.0121 0.0093 0.0223 0.0208 0.0354 0.0251MRR@10
4 Veiled Chameleon 0.0285 0.0241 0.0483 0.0412 0.0612 0.0531

Table 5: Average number of relevant documents per query for each dataset.

Dataset Name 10% 20% 30% 40% 50% 100%(All queries)
Lesser Chameleon 1.06 1.09 1.08 1.09 1.09

1.06Pygmy Chameleon 1.05 1.08 1.082 1.08 1.08
Veiled Chameleon 1.06 1.07 1.08 1.07 1.07

Table 6: Average query length for each dataset.

Dataset Name 10% 20% 30% 40% 50% 100%(All querie)
Lesser Chameleon 6.30 6.72 6.62 6.51 6.45

5.92Pygmy Chameleon 6.56 6.71 6.64 6.51 6.35
Veiled Chameleon 6.73 6.70 6.54 6.37 6.24

Figure 3: Mean Average Precision of queries from Chameleons
datasets vs all the queries for the six different retrieval baselines.

Lesser and highest on the Veiled Chameleon query set. This
expected performance on different Chameleon query set has been
visually shown on both BM25 and TCT-ColBERT. TheMean average
Precision drops more notably when it comes to more obstinate query
sets i.e., Pygmy and Lesser query sets, respectively. The arrows
in this figure point towards easier query sets. In order to show that
the relation shown in Figure 4 holds across all pairs of retrieval

Figure 4: Comparing pair-wise performance of BM25 and TCT-
ColBERT retrieval methods on the three chameleons dataset.

methods, we define a “strictly more obstinate” relation between two
sets of queries. Assuming a set 𝑅 consisting of 𝑛 retrieval methods
i.e., 𝑅 = {𝑅1, 𝑅2, ...𝑅𝑛}, we define query set 𝑄1 to be strictly more
obstinate than query set 𝑄2 for 𝑅 as follows:

Definition 1. Query set 𝑄1 is strictly more obstinate than Query set
𝑄2 on ranker set𝑅 if and only if 𝑃 (𝑅𝑖 (𝑄1)) < 𝑃 (𝑅 𝑗 (𝑄2)) ∀𝑅𝑖 , 𝑅 𝑗 ∈ 𝑅.
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where 𝑃 (𝑅𝑖 (𝑄)) shows the performance of the retrieval method 𝑅𝑖
on query set 𝑄 . Clearly, a higher 𝑃 (𝑅𝑖 (𝑄)) indicates that 𝑄 is easier
for 𝑅𝑖 .
We confirm that based on our empirical study on all six retrieval

methods, our proposed Chameleon query sets are strictly more
obstinate for every pair of retrieval methods compared to each
other according to the following order: Veiled ≺ Pygmy ≺ Lesser
where ‘≺’ denotes a strictly more obstinate relation. The fact that the
proposed Chameleon query sets have a strictly more obstinate relation
with each other shows that the queries in the Lesser query set are
more obstinate for the six retrieval methods to satisfy compared to
Pygmy, which is again more obstinate to satisfy for the six retrieval
methods compared to the queries in Veiled.

4 QUERY REFORMULATION ON THE MS
MARCO CHAMELEONS

One of the widely-adopted strategies often used to improve the
performance of obstinate queries is to reformulate the original query
into a more effective one [39, 40]. This process is known as query
reformulation and can broadly be categorized into unsupervised and
supervised methods. Unsupervised query reformulation methods
adopt heuristics such as pseudo-relevance feedback [24] to expand or
revise the original query. On the other hand, supervised reformulation
methods benefit from neural architectures such as sequence-to-
sequence translation architectures to learn a mapping from the
source query space to a more effective revised query space. These
methods often require substantial pairs of queries for training. We
further analyze the proposed MS MARCO Chameleon datasets from
the perspective of query reformulation and discuss whether the
performance of such queries can be improved through reformulation.
We adopt the ReQue toolkit [38]10 to perform both unsupervised and
supervised query reformulation.

4.1 Query Reformulation Baselines
Unsupervised query reformulation methods can broadly be classified
as those based on pseudo-relevance feedback and those that rely
on external sources. The idea behind pseudo-relevance feedback
based methods is that while complete relevance for queries cannot
be determined at runtime, it can be approximated based on the
documents that are initially retrieved for the query [24]. On this basis,
one of the more stable and widely adopted methods, known as RM3
[1], expands a source query by selectively adding weighted terms to
the query to optimize retrieval effectiveness [29, 45]. Researchers
have also argued that pseudo-relevant documents may represent
different aspects of a query, especially if the query is ambiguous, and
have hence suggested to perform clustering on documents [2, 19],
and/or terms [4] within the pseudo-relevant documents. The source
query is then expanded by proportionally choosing terms from each
of the clusters [3].
The other group of unsupervised query reformulation methods ex-

ploit how query terms are distributed in external knowledge sources
to decide on the best reformulation of the query. For instance re-
searchers have explored how synonymy relations defined in WordNet
or thesauri [30] can be used to revise the source query [36], or
semantic aspects of a query can be captured and modeled through

10https://github.com/hosseinfani/ReQue

ConceptNet [17], and or automated entity linkers [22] for the pur-
pose of query expansion. More recent approaches have explored
the possibility of expanding queries based on the relation between
query terms and other terms in the corpus using pre-trained [23] or
relevance-based neural embeddings [46].
Supervised query reformulation methods are essentially based

on variations of neural translation models that learn a transforma-
tion from the source to the destination query spaces. For instance,
Attention-based Neural Machine Translation (ANMT) [28] is a recur-
rent neural network based machine translation method that operates
based on two attention mechanisms. Similarly, the Attend, Copy, and
Generate (ACG) method is also based on an attention mechanism but
additionally incorporates a copy mechanism to model term retention
when performing query reformulation. As another example, Hier-
archical Recurrent Encoder-Decoder (HRED) [37] is a hierarchical
recurrent encoder-decoder method that performs context-aware query
reformulation suggestions. In our work, given supervised methods
require a large set of query pairs for training purposes, we adopt the
query pair dataset proposed by Zerveas et al. [47] to train each of
these methods.

4.2 Findings
We expand the queries in Veiled Chameleon dataset using both
unsupervised and supervised query reformulation methods intro-
duced in the previous section. Table 7 summarizes the performance
of the query reformulation process. Summarily, we find that the
obstinate queries in our MS MARCO Chameleon do not see any
notable improvement as a result of either unsupervised or supervised
query reformulation methods. In fact, in many of the cases, the per-
formance of these queries decrease when reformulated. Most notably,
the performances of ANCE [42], RepBERT [48], and TCT-ColBERT
[27], which are the strongest three of the baselines have consistently
seen a notable decline when the source query was reformulated.
There are a few instances where the performance of the queries were
improved over the base ranker such as RM3 on BM25, or Term
Clustering, Thesaurus and Entity Linking on BM25 and DeepCT
but these improvements do not surpass the performance of the other
rankers on the same query sets. For instance, while the mean average
precision of DeepCT is improved based on Entity Linking to 0.0450,
this performance is still much lower than that reported by four of
the other rankers using the original query itself. As a result of our
study on this host of query reformulation methods, we find that the
obstinate queries in our MS MARCO Chameleons dataset remain
extremely obstinate to address and even uncooperative to query
reformulation. This is another indication that these queries form an
ideal benchmark for evaluating newly proposed rankers in the future
as they remain stubborn against improvement.

5 QUALITATIVE STUDY
In this section, we provide a qualitative study on the characteristics
of those queries that failed to retrieve any relevant documents in
their top-1000 ranked retrieved list of documents, i.e., their MAP=0.
While there are too many such queries to be shown in this paper, we
found two common patterns among these queries, which can partially
explain why these queries remain resilient against performance

https://github.com/hosseinfani/ReQue
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Table 7: Query refinement on Veiled Chameleon. Bold values indicate reformulated query performs better than the initial query.

MAP on Veiled Chameleon query set
Query BM25 DeepCT DocT5Query RepBERT ANCE TCT-ColBERT
Original Query 0.0392 0.0400 0.0660 0.0599 0.0790 0.0780
Relevance feedback 0.0477 0.0574 0.0566 0.0513 0.0277 0.0693

Psuedo-Relevance RM3 0.0407 0.0375 0.0603 0.0459 0.0374 0.0610
Feedback Document Clustering 0.0392 0.0393 0.0593 0.0550 0.0609 0.0765

Term Clustering 0.0412 0.0424 0.0567 0.0557 0.0693 0.0724
Neural Embeddings 0.0218 0.0248 0.0285 0.0409 0.0468 0.0462
Wikipedia 0.0277 0.0313 0.0341 0.0368 0.0466 0.0396

External Thesaurus 0.0412 0.0419 0.0564 0.0560 0.0686 0.0733
Sources Entity Linking 0.0399 0.0450 0.0543 0.0507 0.0533 0.0649

Sense Disambigution 0.0359 0.0360 0.0521 0.0512 0.0653 0.0633
ConceptNet 0.0269 0.0278 0.0342 0.0369 0.0488 0.0442
WordNet 0.0271 0.0569 0.0346 0.0359 0.0399 0.0406

Supervised ANMT (Seq2Seq) 0.0002 0.0007 0.0010 0.0020 0.0046 0.0066
Approaches ACG (Seq2Seq + Attention) 0.0240 0.0307 0.0359 0.0433 0.0450 0.0470

HRED-qs 0.0006 0.0002 0.0003 0.0060 0.0082 0.0110

Table 8: Sample queries from the Chameleon Dataset.

Uncommon or incorrect terms in queries Complex queries
who is albrecht diskont), ? which function automatically counts cells that meet multiple conditions
what is the weather in vi how long for weed to get out of your system urine test
different types of tuberculosis 2015pff what is used to help with urinary leakage surgeries
wnli phone number what can cause the right side of your back to hurt
side effects of flaygl antibiotics what formula in excel returns the number of the current business day

improvement for both neural rankers as well as query reformulation
methods. A set of ten such sample queries are shown in Table 7.
The first pattern that we commonly observe is the presence of

uncommon or incorrectly spelled terms in the query. For instance, the
incorrect spelling of flagyl in the “side effects of flaygl antibiotics”
query or the likely unintentional letters typed after diskont in the “who
is albrecht diskont), ?” query have resulted in a very poor performance
on such queries. Neural rankers and supervised query reformulation
methods will not be able to retrieve appropriate documents for
these queries because one of the main terms in the query will
not be recognized and will be labeled as out of vocabulary (oov),
hence, being overlooked. Similarly, unsupervised query reformulation
methods also do not show reasonable performance on such queries
because it will not be possible to match one or more important terms
of the query with those of the document collection or the external
sources due to surface form mismatch.
The second common pattern relates to complex queries that require

interpretation of the query beyond the immediate meaning of the
terms that form the query. For instance, as shown in Table 7, the
query ‘what formula in excel returns the number of the current
business day’ requires the understanding of several subsets of the
query in order to effectively retrieve relevant documents. While there
are recent rankers, mostly based on transformer architectures such as
BERT [7], that are sensitive to the sequence of terms in the query and

documents, to the best of our knowledge, there are no methods that
provide a systematic way to reason about the intention of a complex
query by building an understanding of the query, as is recently done
in conversational systems [43]. The development of neural rankers
or neural query translation models that are dependent on term or
phrase level semantics can fall short in addressing complex queries.

6 CONCLUDING REMARKS
This paper provides an empirical examination of the performance
of several state of the art neural rankers on the widely adopted MS
MARCO dataset. We find that while recent neural rankers have
shown impressive performance improvements on the MS MARCO
dataset, there is a large collection of queries that are very obstinate
to address for all or most of the rankers. We further show that
neither unsupervised nor supervised query reformulation methods
that are often able to improve the performance of obstinate queries
have any positive impact on this set of queries. In many cases, the
performance of these queries decrease as a result of reformulation.
We further qualitatively show that some of the queries in this set
exhibit characteristics that are not easily addressable by the current
approaches in neural ranking or neural query reformulation. We
systematically curate, analyze and publicly release three query sets,
known as MS MARCO Chameleons, which will be an additional yet
essential resource for future evaluations of neural ranking techniques.
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