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In a review of event-related potential (ERP) studies, Molinaro,

Barber, and Carreiras (2011) lay out a theory of the temporal

and neural dynamics of grammatical agreement compre-

hension. As is clear from their review, ERPs are an excellent

tool for studying agreement processing because they have a

temporal resolution high enough to detect transient events in

the brain, such as those that characterize language compre-

hension, and their multidimensional nature allows one to

make inferences about qualitatively dissociable cognitive

processes engaged during real-time processing (Otten & Rugg,

2005; Rugg & Coles, 1995). In particular, their theory accounts

for findings across domains of linguistic agreement (e.g.,

determinerenoun, subjecteverb) and agreement feature

types (e.g., person, number, gender) and proposes three

separable sub-stages in the processing of sentence-embedded

agreement anomalies. While the latter two stages in their

theory are indexed by a large positive-going wave in the

anomalous relative to well-formed condition (the P600 effect),

it is the ERP index of the first stage that is of concern here.

According to their theory, this first stage occurs between

approximately 300 and 500 msec after presentation of an

anomalous word, and reflects a syntactic analysis where a

morphosyntactic violation is detected based on a mismatch

with predicted features. The ERP index of this stage is a

negative-going wave in the anomalous compared to well-

formed condition, most prominent over left anterior elec-

trodes: the left anterior negativity (LAN).
* Department of Linguistics, 4080 Foreign Languages Building, MC 1
E-mail address: dstanner@gmail.com.

http://dx.doi.org/10.1016/j.cortex.2014.04.007
0010-9452/© 2014 Elsevier Ltd. All rights reserved.
Whereas the P600 effect is found nearly uniformly across

languages, experimental tasks, and presentation modalities

for agreement-violating words, the LAN shows considerable

cross-study variability in its scalp topography, or even

whether it is elicited at all (see Tanner & van Hell, 2014, for a

review). Nonetheless, Molinaro and colleagues maintain that

the LAN is one of the defining electrophysiological markers of

morphosyntactic agreement processing, and discuss some

issues that may relate to its presence or absence across

studies. In addition to outlining several linguistic criteria that

need to be met in order for a LAN to be elicited, they address

two other issues that could potentially impact the presence or

absence of a LAN: the reference electrode(s) chosen during

data processing and the role that individual differences in ERP

responses could play in giving the illusion of a LAN effect in

the grand mean. These two issues will be addressed in this

commentary.

Regarding the first issue, Molinaro and colleagues argue

that LAN effects aremost likely to be found in studies inwhich

scalp electrodes are referenced to the averaged activity over

left and right mastoid electrodes, rather than when only the

left mastoid is used as a reference. While a full discussion of

referencing in electrophysiological data processing is beyond

the scope of this paper (see Luck, 2005), the logic behind this

argument is as follows. Since reported voltages reflect the

difference in electrical potential between the active and

reference electrodes, references placed over the left
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hemisphere might disproportionately subtract away effects

that are left hemisphere-dominant. Averaged mastoid refer-

ences, on the other hand, will not preferentially subtract away

activity over a single hemisphere. According to Molinaro and

colleagues, LAN effects should therefore most readily surface

with a hemisphere-neutral reference, such as the averaged

mastoid references. As evidence for this claim, their review

shows that the majority of studies using a left mastoid refer-

ence do not report a LAN (4 of 11), whereas the majority of

studies using an averaged mastoid reference do report a LAN

(8 of 10).

Molinaro and colleagues raise the second issue regarding

the possible impact of individual differences in response to a

caution made by Osterhout and colleagues (Osterhout,

McLaughlin, Kim, Greewald, & Inoue, 2004) in interpreting

biphasic waveforms. In particular, Osterhout et al. suggest

that in some cases, biphasic responses can result from aver-

aging across individuals who differ in brain responses to lin-

guistic anomalies (cf. Osterhout, 1997). That is, if some

individuals show a negative-going response (e.g., an N400 ef-

fect between 300 and 500msec poststimulus) and others show

a positive-going response (e.g., a P600 after 500 msec post-

stimulus), the result in the grandmean ERPwill be the average

of the two effects (a biphasic negativeepositive experimental

effect). However, Molinaro and colleagues argue that, if indi-

vidual difference could indeed drive biphasic LANeP600 ef-

fects frequently seen to agreement violations, based on

sampling variability from the general population, some

studies should report only P600 effects, others only N400 ef-

fects, and others something in between (p. 923). Indeed, even a

cursory review of ERP studies of agreement processing (and

morphosyntactic processingmore generally) shows that there

are numerous papers reporting only P600 effects or biphasic

effects, but nearly no studies showing a N400 only to agree-

ment violations (though see Severens, Jansma, & Hartsuiker,

2008). Again, this view of the literature is consistent with

Molinaro and colleagues' argument that individual differences

are unlikely to account for variability in LAN effects across

studies.

However, both of these claims are largely theoretical, and

moreover, they are falsifiable hypotheses, which can be

empirically verified. That is the goal of this commentary. With

respect to the referencing issue, because referencing is a

linear transformation applied to electroencephalographic

(EEG) or ERP data involving the simple subtraction of voltage

values from the reference from all other electrodes, data can

be re-referenced offline an infinite number of times. One can

verify the role that choice of reference electrode (left vs aver-

aged mastoid) might play in distorting or eliminating experi-

mental effects like the LAN. It is therefore possible to test the

claim that choosing a left mastoid reference over an averaged

mastoid reference will remove left hemisphere-dominant

experimental effects while having little impact on other

effects.

With regard to the role of individual differences, recent

data reported by Tanner and van Hell (2014; see also

Osterhout, 1997) show that individual variability can indeed

be a contributor to the appearance of a LAN effect in response

to subjecteverb agreement violations. In that study, grand

mean ERP waveforms elicited by subjecteverb agreement
violations showed a statistically reliable left hemisphere

negativity (with a scalp topography falling in the range of

previous LAN reports) followed by a P600. However, subse-

quent analyses showed that this biphasic LANeP600 re-

sponses was a result of averaging across individuals who

differed in the quality of ERP effects: some individuals showed

a primarily centrally-distributed N400 effect, whereas others

showed primarily P600 effect with a right hemisphere pre-

ponderance (and no LAN), and moreover, individuals fell

along a continuum between these N400- and P600-dominant

responses. The left hemisphere scalp topography of the

negativity in the grand mean was therefore a consequence of

spatiotemporal overlap between the centrally-distributed

N400 and right hemisphere-dominant P600 seen across in-

dividuals. Note also that this study used an average mastoid

reference, such that we should have been able to detect a LAN

effect co-occurring with the P600 effect were it present.

However, despite these results showing that individual dif-

ferences can give the illusion of a LAN effect in a grand mean

analysis, Molinaro and colleagues' concern about the lack of

reported grand mean N400 (with no accompanying P600) ef-

fects still stands. Since Tanner and van Hell identified that a

subset of the population shows N400s to subjecteverb agree-

ment violations, it is unclear why, across studies, no samples

showing only N400 effects are randomly drawn.

Both of these issues raised by Molinaro and colleagues will

be addressed here. By using data reported in Tanner and van

Hell (2014), this commentary will investigate the role that

reference choice has on scalp the scalp topography of early

negativities elicited by morphosyntactic anomalies, as well

the likelihood of randomly drawing a sample from the popu-

lation showing only an N400 and no P600 effect. The data from

Tanner and vanHell are particularly well-suited to this second

goal because 1) the report by Tanner and van Hell established

that a subset of participants showed an N400 and no P600, and

2) the sample size in that study (n¼ 40) is approximately twice

the size of most studies reviewed by Molinaro and colleagues

and thus provides a better estimate of variability in the gen-

eral population than many published ERP studies. As such, it

is possible to use resampling statistics to investigate the

likelihood of drawing any given experimental effect, as well as

the effect of sample size on the distribution of ERP effects. The

data reported below are drawn from the subjecteverb agree-

ment condition reported by Tanner and van Hell (2014). See

that report for recording and data processing parameters.
1. Referencing and the LAN

Molinaro and colleagues propose that one source of cross-

study variability in reported LAN effects reflects variability

in choice of reference site, and moreover, that LAN effects are

most likely to surface when the reference is not biased to

subtract out activity over the left hemisphere. While this

claim is based on a review of studies, it is in principle quite

easy to test the contribution of reference site to the scalp

topography of a given ERP effect, since data can be re-

referenced offline using simple arithmetic. Although most

ERP studies of language comprehension use either mastoid or

earlobe electrodes as reference sites, very few reports actually

http://dx.doi.org/10.1016/j.cortex.2014.04.007
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show the waveforms from these sites. Studies using the left

mastoid as a reference often report recording ERPs over the

right mastoid in order to determine that experimental effects

are not detectable over the mastoids, but generally do not

show thesewaveforms (e.g., Kim&Osterhout, 2005; Osterhout

& Mobley, 1995), making it impossible to know exactly how

using an averagedmastoid reference might alter the presence

of topographically isolated effects like the LAN.

Here we reanalyze data from Tanner and van Hell (2014) to

investigate the impact of reference choice on the LAN. Fig. 1

depicts data from the subjecteverb agreement condition re-

ported by Tanner and vanHell from three representative scalp

electrodes [left frontal (F7), right frontal (F8), midline parietal

(Pz)], as well as both the left (M1) and right (M2) mastoid

electrodes using an averaged mastoid reference (Panel A) and

a left mastoid reference (Panel B). As can be seen, Panel A

shows a small negativity between approximately 300 and

450 ms poststimulus present over left, but not right hemi-

sphere sites (a LAN) followed by a large positivity over Pz

(P600). This is consistent with the grand mean analysis re-

ported by Tanner and van Hell, which showed a reliable left
Fig. 1 e Grand mean ERPs depicting data in the

subjecteverb agreement condition from Tanner and van

Hell (2014) using an averaged mastoid reference (Panel A)

and a left mastoid reference (Panel B). Data are presented

from left frontal (F7), right frontal (F8) and midline parietal

(Pz) electrodes, as well as the left (M1) and right (M2)

mastoids. The solid line depicts brain responses to

grammatical verbs (The winner of the big trophy is…) and the

dashed line depicts brain responses to verbs violating

constraints on grammatical agreement (The winner of the

big trophy are…). Onset of the verb is indicated by the

vertical bar; ERPs were computed relative to a 200 msec

prestimulus baseline. The vertical calibration bar shows

5 mV of activity; negative voltage is plotted up.
hemisphere negativity followed by a P600. Here the mastoid

electrodes show negligible but reciprocal deviations from

zero. Panel B shows a similar state of affairs. Note that the

right mastoid (M2) in Panel B shows only small deviations

from zero in both conditions. Importantly, there were no

experimental effects detectable over this electrode in any time

window, nor did the amplitude in either condition deviate

reliably from zero in any time window. This suggests that

there was virtually no differential activity over the two mas-

toids, at least in the experimental conditions implemented by

Tanner and van Hell, and that the choice of left or averaged

mastoid reference would have little impact on detectability of

topographically isolated effects, such as the LAN.

Fig. 2 depicts ungrammatical minus grammatical differ-

ence waves comparing experimental effects for grand means

using the averaged and left mastoid references. As is evident,

the effect of reference choice had nearly no impact on the

experimental effects over any of the electrodes. Using the left

mastoid reference, the experimental effects were inconse-

quentially more positive-going at each of the electrode sites.

Importantly, changing the reference site did not differently

impact one hemisphere over another. This follows from the

basic logic of referencing: any effects detectable in the refer-

ence electrode will be subtracted from all scalp sites equally. To

the extent that using a left mastoid electrode reduces a

negativity over left frontal sites, it will reduce negativities (or

introduce positivities) at all other sites, with no hemispheric

differences in how these referencing effects are distributed.

Although it is quite clear that choice of reference can signifi-

cantly impact ERP waveform morphology (see Luck, 2005, for

clear demonstrations of this), the choice of left versus aver-

aged mastoid references had little impact on experimental
Fig. 2 e Grandmean ERPs depicting difference waves in the

ungrammatical minus grammatical subjecteverb

agreement conditions from Tanner and van Hell (2014).

Difference waves are shown for left frontal (F7), right

frontal (F8) and midline parietal (Pz) electrodes, as well as

the left (M1) and right (M2) mastoids. The solid line depicts

difference waves using an averaged mastoid reference,

whereas the dashed line depicts difference waves using a

left mastoid reference. Onset of the critical verb is indicated

by the vertical bar; ERPs were computed relative to a

200 msec prestimulus baseline. The vertical calibration bar

shows 5 mV of activity; negative voltage is plotted up.

http://dx.doi.org/10.1016/j.cortex.2014.04.007
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Fig. 3 e ERP effects from Tanner and van Hell (2014), depicting grand mean waveforms in the grammatical and

ungrammatical subjecteverb agreement conditions (left), ERPs from those showing negativity-dominant responses (center),

and ERPs from those showing positivity-dominant responses (right). Midline vertex electrode Cz is shown. The solid line

depicts brain responses to grammatical verbs (The winner of the big trophy is…) and the dashed line depicts brain responses

to ungrammatical verbs (The winner of the big trophy are…). Onset of the critical verb is indicated by the vertical bar; ERPs

were computed relative to a 200 msec prestimulus baseline. The vertical calibration bar shows 5 mV of activity; negative

voltage is plotted up.

Fig. 4 e Distribution of N400 and P600 effects across

individuals (n ¼ 40) from the subjecteverb agreement

condition Tanner and van Hell (2014). N400 effect

magnitudes are quantified as mean amplitude in the

grammatical minus ungrammatical condition between 300

and 500 msec poststimulus over a centro-parietal ROI (C3,

Cz, C4, CP1, CP2, P3, Pz, P4); P600 effect magnitudes are

c o r t e x 6 6 ( 2 0 1 5 ) 1 4 9e1 5 5152
effects related to processing subjecteverb agreement viola-

tions in the English monolinguals studied by Tanner and van

Hell (2014).

A further consideration regarding how referencing may

impact the presence of a LAN effect involves constraints on

the source configuration of the cortical source(s) of the LAN. In

order for a left mastoid reference to eliminate a LAN effect

that would have been present using an averaged mastoid

reference, the dipole generator(s) of the effect would have to

be located and oriented in such a way so as to produce nearly

identical negative signals over both left frontal and mastoid

electrodes, a positive signal of equal strength over the right

mastoid, and presumably neutral effects at all other scalp

sites. In this scenario, using a left mastoid reference would

indeed eliminate the LAN; however, it would also introduce a

positivity of double the amplitude over the right mastoid. In

such a case an experimental effect would certainly be

detectable, counter to most authors' reports of no experi-

mental effects over the right mastoid. Moreover, given prop-

erties of electrical dipoles and volume conduction in the brain,

cortical electrical activity that is sufficiently synchronous to

be detectable at the scalp will have at least some impact on

electrical potentials at all recording sites e not only those

adjacent to the equivalent current dipole created by the

source generator(s). It therefore seems unlikely that the

particular source configuration needed to give rise to such a

scenario where a left, but not averaged mastoid reference

selectively removes a LAN (and no other) effect exists. Thus, it

is not necessarily the case the choice of left versus averaged

mastoid references can account for much of the cross-study

differences in presence of LAN effects, as suggested by Moli-

naro and colleagues.

quantified as mean amplitude in the ungrammatical

minus grammatical condition between 500 and 800 msec

poststimulus over the same ROI. N400 and P600 effect

magnitudes are reliably negatively correlated across

individuals (r ¼ ¡.589, p < .001). The solid line depicts the

best fit regression line; the dashed line depicts equal N400

and P600 effect sizes. Those above/to the left of the dashed

line show primarily negative-going effects to agreement

violations (n ¼ 9); those below/to the right of the dashed

line show primarily positive-going effects to agreement

violations (n ¼ 31).
2. Individual differences and population
sampling

A second major issue raised by Molinaro and colleagues re-

lates to the possible role of individual differences in giving rise

to the illusion of LAN effects in grand mean waveforms. As

suggested by Osterhout et al. (2004), biphasic LANeP600 ef-

fects in grand mean ERPs could be a spurious result of
averaging across individuals who show either primarily

negative- or positive-going ERP effects in different time win-

dows. Tanner and van Hell (2014) systematically investigated

this, and showed that the scenario described by Osterhout and

http://dx.doi.org/10.1016/j.cortex.2014.04.007
http://dx.doi.org/10.1016/j.cortex.2014.04.007


Fig. 5 e Results of Monte Carlo simulations depicting probability of detecting significant effects in the 300e500 msec time

window (lower panel) and 500e800 msec time window (upper panel). Effects of sample size are shown along the x-axis.

Data are derived from mean amplitude differences between the ungrammatical and grammatical subjecteverb agreement

conditions over a centro-parietal ROI (electrodes C3, Cz, C3, CP1, CP2, P3, Pz, P4), where N400 and P600 effects are largest.

Smooth lines are fit by local regression (LOESS).
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colleagues can indeed spuriously give rise to a grand mean

LANeP600 effect (see also Osterhout, 1997). Whereas agree-

ment violations elicited a centrally-distributed N400 effect in

some individuals, violations elicited a right-hemisphere

dominant P600 in others. By averaging across these in-

dividuals, the spatiotemporal overlap of these two ERP effects

gave rise to the illusion of a grand mean biphasic LANeP600

response (see Figs. 3 and 4). However, if such variability in

brain responses exists robustly in the general population,

Molinaro and colleagues rightly ask why e by random sam-

pling probabilities e some studies do not occasionally draw

samples showing only N400 effects.

It is possible to address this question via resampling sta-

tistics, such as Monte Carlo simulations. By performingMonte

Carlo simulations on the data reported by Tanner and van

Hell, one can estimate the likelihood of drawing an N400-only

sample, a biphasic sample, and a P600-only sample, and

moreover, investigate how the sample size impacts these

likelihoods. As previously mentioned, the dataset from Tan-

ner and van Hell is particularly well-suited for this purpose

because it is large relative to many sample sizes in ERP
studies, and contains a subset of participants who have been

identified as showing classic N400 effects in response to

morphosyntactic agreement violations.

Fig. 4 shows the distribution of individuals' ERP effects

from Tanner and van Hell, and this data served as the input

for the Monte Carlo simulations. 100,000 random samples of

individuals were drawn from the Tanner and van Hell data for

each sample size between 5 and 40 individuals. In order to

maximize variability and approximate the general population,

sampling was performed with replacement. Sampling with

replacement should additionally increase the likelihood of

drawing N400-only samples. For each iteration of the simu-

lation at each sample size, the sample's mean N400 and P600

effectmagnitudes were computed, as were one-sample t-tests

to test whether the sample's N400 and P600 effects differed

reliably from zero. The overall proportion of significant sam-

ples for both the N400 and P600 timewindows for each sample

size is depicted in Fig. 5. The upper panel shows the propor-

tion of significant samples in the P600 time window (# sig-

nificant samples/100,000). 90% power to detect a significant

P600 effect was reached at a sample size of 10, and 99% power

http://dx.doi.org/10.1016/j.cortex.2014.04.007
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was reached at a sample size of 15 (solid regression line). The

dashed regression line shows that in approximately 5% of

samples, a P600 effect was detected in conjunction with an

effect in the earlier 300e500msec timewindow. In some cases

this effect was positive-going, such that the sample showed

an extended positivity; in other cases, this effect was

negative-going, indicating a biphasic negativeepositive

response in the sample (see lower panel).

The lower panel depicts the proportion of significant ef-

fects in the 300e500msec timewindow. As can be seen, across

sample sizes, there was only approximately a 5% chance of

detecting a significant effect (either positive- or negative-

going). This falls in line with the nominal alpha level for sta-

tistical reliability used in most ERP studies (e.g., p < .05), such

that reliable effects in this time window might be considered

statistical noise. Most relevant to the current argument is the

proportion of samples showing only an N400 effect (and no

P600 effect, depicted by the long dashed regression line with

crossed markers). Maximum power was reached at a sample

size of 6, with a 2.66% chance of detecting an effect. Power

dropped below 1% at a sample size of 11, and below .1% at a

sample size of 18. At a fairly typical sample size of 24, power

was only .005%.

Thus, the hypothesis that some grand mean LAN effects

are the result of component overlap between an N400 and

P600 across individuals is fully consistent with the lack of

grand mean N400 effects seen across studies of agreement

processing. Even though some individuals do show primarily

N400 effects to subjecteverb agreement violations, it is

exceedingly difficult with any reasonable sample size to draw

a group of individuals where the grand mean shows only an

N400 effect, even when a known subsample of the population

shows N400 effects with no P600 effects. Assuming that the

variability present in the Tanner and van Hell dataset is

representative of variability in the broader population (or at

least the population typically sampled in most published ERP

studies, i.e., literate university undergraduates), the dominant

pattern across most individuals is to show positivity-

dominant effect (i.e., P600s). The dominance of P600 effects

in most individuals, which can show an onset in some in-

dividuals in the same time window as the N400 effect, will

swamp the central negativity seen in some individuals. This

would lead to a pattern where the residual negativity is only

apparent over scalp regions where the N400 and P600 effects

show theweakest spatiotemporal intersection. As P600 effects

tend to be posteriorly distributed (sometimes with a right

hemisphere dominance), the residual negativity would only

remain over left frontal electrodes. This would give the

appearance of a LAN.
3. Summary and discussion

Many ERP studies of agreement processing have reported a

biphasic LANeP600 response to violations of grammatical

agreement. Because of this, the LAN features prominently in

many neurocognitive theories of grammatical comprehension

as an early index of syntactic processing, much like in the

theory proposed by Molinaro and colleagues (e.g., Batterink &

Neville, 2013; Friederici, 2002, 2011; Friederici & Weissenborn,
2007; Hagoort, 2003; Hagoort, Wassenaar, & Brown, 2003;

Pakulak & Neville, 2010; Ullman, 2004). However, there is

reason to be cautious in placing substantial theoretical weight

on LAN effects. LAN effects in response to agreement viola-

tions tend to be elusive and not particularly replicable across

studies, and P600 effects in response to morphosyntactic vi-

olations are often found without any preceding negativity.

This makes it unlikely that the LAN indexes an early stage of

anomaly detection (which would then give rise to a later stage

of reanalysis, indexed by the P600), as held by these models.

Importantly, the data presented here empirically show that 1)

choice of left versus averaged mastoid references likely

cannot solely be responsible for detectability of LAN effects,

thus removing one putative source of variability in the LAN

across studies, 2) that individual differences in brain re-

sponses between N400 and P600 effects can indeed give the

illusion of LAN effects in the grand mean analysis, and 3) that

given the dominance of P600 effects in response to morpho-

syntactic violations across individuals, it is highly unlikely to

randomly draw a sample of individuals where only a reliable

N400 would be found, with no following P600 e even though

some individuals show negativity-dominant brain responses

to morphosyntactic violations. Thus, an interesting degree of

variability across studies in the presence, magnitude and

scalp topography of negativities preceding the P600 will be at

least partly a function of sampling variability when drawing

from a population with individuals showing qualitatively

different brain responses to morphosyntactic violations.

This last point must additionally be viewed in the context

of component overlap in ERP studiesmore generally. Although

the Tanner and van Hell data show that illusory LAN effects

can arise by averaging across individuals showing qualitative

differences in brain responses, it is also conceivable that

biphasic LANeP600 effects seen within single individuals may

similarly reflect component overlap between a centralized

N400 effect and the onset of a right-lateralized P600 effect,

which onsets in the same time window. This possibility for

the LAN in response to agreement violations was raised as

early as Osterhout and Mobley (1995). In such cases of within-

subject component overlap itmay be impossible to know if the

LAN is simply a residual N400, or if it reflects a functionally

unique component. Even blind source separation techniques

like Independent Component Analysis (ICA) may not be able

to solve this problem, as ICA canmisallocate variance and fail

to correctly identify independent components whose time

course and topography overlap (Makeig, Jung, Ghahremani, &

Sejnowski, 2000). As late positivities can show extended

temporal overlap with prolonged negativities when seen

across individuals (Kos, van den Brink, & Hagoort, 2012;

Tanner & van Hell, 2014), there is no way at the present time

to recover the underlying component structures when these

two effects co-occur within individuals.

Finally, it is worth pointing out that the above arguments

should not be taken to claim that the LAN does not exist as a

functional ERP component. Indeed, the most compelling ar-

guments for the presence of a LAN effect come from studies

reporting a LAN with no following P600 in response to viola-

tions (e.g., Coulson, King, & Kutas, 1998; Kim & Sikos, 2011;

O'Rourke & Van Petten, 2011; Ojima, Nakata, & Kakigi, 2005),

or when processing long-distance dependencies that require

http://dx.doi.org/10.1016/j.cortex.2014.04.007
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storage of linguistic material in working memory (e.g.,

Fiebach, Schlesewsky, & Friederici, 2002; King & Kutas, 1995;

Kluender & Kutas, 1993). The evidence and arguments pre-

sented here, however, should be taken as a cautionary note

when interpreting biphasic ERP waveforms in response to

linguistic violations. The evidence supporting the LAN as

indexing a critical phase in the serial processing architecture

proposed by Molinaro and colleagues (i.e., LAN / early

P600 / late P600) requires further scrutiny. Future research

taking into account individual differences e and component

overlap, more generally ewill surely help to disentangle some

of these factors and further refine our understanding of the

neural dynamics underlying processing of grammatical

agreement.
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