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Executive summary 
 
The Responsible AI Maturity Model (RAI MM) is a framework to help organiza�ons iden�fy their current and 
desired levels of RAI maturity. 

The RAI MM contains 24 empirically derived dimensions that are key to an organization’s RAI maturity. 
The dimensions and their levels are based on interviews and focus groups with over 90 RAI specialists 
(e.g., RAI champs, MSR experts) and AI practitioners (e.g., user experience (UX) researchers, UX 
designers, data scientists). Each dimension has five levels, going from low (Level 1: Latent) to high 
(Level 5: Leading) maturity. The dimensions are organized into three main categories: 

• Organizational Foundations 
• Team Approach 
• RAI Practice 

We recommend thinking of the RAI MM as a high-level map of the complex and evolving territory of 
RAI. Use it to help you navigate what it means to be a mature RAI organization. Looking ahead at 
higher maturity levels to see what is possible and desirable is more important than assessing your 
organization’s or team’s current level. As a field, RAI is not yet mature, so expect your organization or 
team’s maturity level to reflect that. 

You’re using the RAI MM level “right” if you allow it to catalyze learning about RAI and discussions on 
organizational change.  

 
  

The Responsible AI 
Maturity Model is a 
map to the complex 
territory of RAI. 
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Introduction to the Responsible AI Maturity Model 

Why do we need the RAI Maturity Model? 
We are responsible for the AI systems we develop. Government regulation of AI systems is 
forthcoming. But, until policies are in place, the onus for developing and deploying AI systems 
responsibly falls entirely on the organizations that build and use the technologies. As a result, adoption 
of RAI principles by companies has surged as a form of self-regulation. Yet research shows effectively 
translating these principles into practice is challenging (Mittelstadt, 2019; Sanderson et al., 2022; Schiff, 
Rakova, Ayesh, Fanti, & Lennon, 2020). To overcome this challenge, wide-ranging efforts have emerged 
in the form of toolkits, checklists, practical guidance, and metrics. These approaches, however, are often 
geared towards individual AI practitioners and not organizations. Such efforts are often piecemeal, 
lacking clarity on how they fit into an organization’s larger RAI strategy. Without consensus on many 
best practices or what it means to be mature yet, we recognize a need to assess and map this uncharted 
new territory. The RAI MM is an important next step and does just that—it identifies the core 
components of RAI maturity for an organization and how they fit together. 

How was the RAI Maturity Model developed?  
We looked at the research literature and identified the need for an RAI maturity model. We found no 
maturity models specific to RAI. The maturity models we found on AI/ML insufficiently addressed RAI 
(e.g., Alsheibani et al., 2019, IBM, 2021, Keystone.ai, 2021, Oracle, 2020, Ovum, 2018), demonstrating a 
clear need for an RAI-specific maturity model in alignment with recent calls for such an artifact (e.g., 
Shneiderman, 2020, Vakkuri, et al., 2021). We scoped the RAI MM to only include RAI topics due to 
preexisting maturity models that cover general AI topics. [See the appendix for references to related 
maturity models.] 

We created the RAI MM using a rigorous two-step research process informed by best practices for 
building maturity models (Becker et al., 2009; De Bruin et al., 2005; Mettler, 2011). The RAI MM is the 

The RAI MM identifies 
the core components of 
RAI maturity and how 
they fit together. 
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result of more than 80 hours of interviews and focus groups with a total of 90 participants, and 
hundreds of hours of analysis and synthesis. 

We conducted 47 interviews with Microsoft internal and external RAI specialists who work across 
product teams and AI practitioners who work within product teams to better understand what factors 
contribute to RAI maturity. We asked participants to describe variation in RAI practices they had seen or 
performed, specifying those that they perceived as more or less mature. We then coded and analyzed 
the interview data to create an initial draft of RAI maturity dimensions. 

We engaged 56 internal experts in an iterative creation process to further build out the maturity model. 
Across 23 focus groups, 17 interviews, and additional asynchronous feedback, these experts helped to 
validate the RAI MM dimensions, identify gaps, and develop discrete maturity levels for each 
dimension.  

The next step is to pilot the RAI MM with teams inside Microsoft. Contact the authors if you’d like to 
participate or have any feedback.   

What is important to know about the RAI maturity model?  
Collaboration is central to RAI maturity. 
Collaboration surfaced as the core driver of RAI maturity across all 90 people we consulted. 
Collaboration among disciplines, roles, product teams, and RAI specialists is at the center of what it 
means to do RAI in a mature way. RAI does not have simple solutions. It requires hard conversations 
and consideration of trade-offs. For a team to even be aware of trade-offs, they need multiple 
perspectives in the room.  

As a practice that is not technical or easily quantified, collaboration work often remains invisible; it’s 
overlooked and undervalued despite its fundamental role in organizational maturity. Collaborative 
engagements—when and if they happen, who's involved in them, if they critically anticipate or address 
RAI risks—are such an essential aspect of RAI work that no organization should expect to reach high 
levels of maturity without first working to build out maturity of cross-discipline collaborations.
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RAI maturity dimensions are interdependent. 
Our research shows that dimensions in the maturity model are highly interdependent: progress on one 
dimension often depends on the levels of maturity of other dimensions. We have created discrete 
dimensions to facilitate ease of understanding and assessment. However, such clean separation of 
concepts is a simplification of the complexity of the RAI landscape. Dimensions in the three main 
categories depend on each other, as follows: 

• Organizational Foundations are the dimensions of RAI maturity that pertain to the 
organization as a whole and are directly impacted by decisions of the senior leadership team. As 
the foundation of the pyramid, these dimensions lay the necessary groundwork for mature 
growth in the other two categories: Team Approach and RAI Practice. 

• Team Approach are the dimensions of RAI maturity that pertain to the way teams approach RAI 
work (how, why, with whom). As the center of the pyramid, these dimensions address how 
people work as they engage in RAI Practice and depend on Organizational Foundations.  

• RAI Practice are the dimensions of RAI maturity that pertain to how teams perform specific RAI 
work such as identifying, measuring, and mitigating RAI risks. These dimensions depend on 
maturity in the other two categories: Organizational Foundations and Team Approach.  
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Crucial considerations of the RAI Maturity Model 
The RAI MM will continue to evolve.  
• RAI is a new and constantly shifting field with a lot of unknowns. We are just beginning to 

understand RAI best practices. As a result, this maturity model is a living artifact and will continue to 
evolve.  

 
The RAI MM is forward-looking.  

• The RAI MM captures the ideal goal-state of RAI, rather than its current state. Because RAI is 
newly developing as a practice in most organizations, we think an aspirational model provides 
the most informative maturity guidance. This also means most organizations currently are at 
lower levels of maturity and level 5 is highly aspirational. 

 
RAI maturity may vary within your organization. 

• Differences in RAI maturity will likely exist across your organization. For example, some teams 
may operate at higher levels of maturity than others for particular Team Approach or RAI 
Practice dimensions. Although levels of Team Approach and RAI Practice dimensions can be 
averaged across teams for an understanding of the organization’s overall maturity, 
consideration of team differences will help focus improvement efforts, and allow those higher in 
maturity to share successful practices and lessons learned.   

 
Progress across RAI maturity levels varies in difficulty (i.e., progression is characterized by an 
exponential, not linear curve).  

• Although the maturity levels are labeled with values 1 (latent) through 5 (leading), they are not 
equivalently spaced incremental steps. The effort necessary to move from one maturity level to 
the next varies, with more significant work often required to move between lower levels. 
Advancement out of levels 1 (latent) and 2 (emerging) can require creating new processes or 
practices, which is resource-intensive, whereas progress out of levels 3 (developing) and 4 
(realizing) might just be formalizing or integrating existing processes or practices, a somewhat 
easier lift. Also, keep in mind that because dimensions are connected and contingent, progress 
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across levels might be challenging or restricted due to a lack of maturity of a different 
dimension.   
 

RAI work is context-specific.  
• RAI work is context dependent and is determined, in large part, by the type and domain of the 

AI system. RAI practices thus can vary considerably. This creates difficulties when trying to 
develop concrete yet generalizable criteria for how teams should do RAI practices on-the-
ground. It is possible to define characteristics of how to approach RAI practices in a mature 
way—what discussions must happen, what sociotechnical factors must be considered, what 
approaches must be taken, and what decisions must be made.  

How to use the RAI Maturity Model 
Use the RAI MM as a map for guidance, not as a measurement tool for punitive purposes. 

• The maturity model is a framework that organizes the complex territory of RAI. It is a roadmap 
of maturity progression so organizations and teams can identify where they are and where 
they could go next. Identify what level you want to aim for and discuss what it would take to 
get there. Keep in mind that level 5 might not be applicable or desirable for every 
organization.  

 
Keep in mind the context of each dimension, and not average scores across dimensions. 

• Calculating an overall maturity score or comparing scores across dimensions is not 
recommended. This is an inappropriate usage of the RAI MM because some maturity 
dimensions are more impactful than others or are reliant on others, and therefore progress on 
them can only be made after another dimension reaches higher maturity. For example, a level 5 
in tooling does not have the same impact as level 5 in culture and leadership. Therefore, a 
particular high level is not meaningful when abstracted away from the context of its dimension 
and interdependency with other dimensions.   

 
 

Use the RAI MM as a 
map for guidance, not 
as a measurement tool 
for punitive purposes. 
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Use the RAI MM to supplement, not replace, other maturity models (AI, security, privacy).  
• The RAI MM is not a comprehensive maturity model that covers all of AI, data or technology 

within an organization. Use it in concert with other relevant maturity models.   
 

Have both senior leaders and team members reflect on the organization’s RAI maturity. Note any 
discrepant perceptions of maturity. 

• Individuals in particular positions may be better suited to accurately reflect and assess on 
particular categories of dimensions—teams about their approach and practice and leadership 
and RAI specialists about organizational priorities and capacity. Even so, all users of the maturity 
model should assess all dimensions, as leaders and teams may vary in their perceptions. Use 
divergence of perceptions as an important signal that there is room for higher maturity on a 
given dimension.  
 

Ensure you satisfy all criteria of one maturity level before moving on to the next level.  
• To progress up a level in maturity, you must first achieve any desirable goals or positive facets of 

the previous level. For example, it is assumed that if level 4 says "teams are able to identify RAI 
risks effectively" that those at level 5 are also able to do so as well because they first had to 
satisfy the criteria for level 4 before reaching level 5. 
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Dimensions of the RAI Maturity Model 
Organizational foundations 
 
What: Organizational Foundations are the dimensions of RAI maturity that pertain to the organization, 
or company, as a whole. These dimensions are directly impacted by decisions of the senior leadership 
team, who often are the only ones in position to catalyze progress on them. These dimensions are 
foundational to an organization’s ability to achieve RAI maturity and often must be in place for progress 
to occur on Team Approach and RAI Practice dimensions. 

Organizational Foundations dimensions are further divided into: 

• Leadership and Culture 
• Organizational Capacity, which includes: 

o Governance 
o Knowledge Resources 
o Tooling. 

Who: Organizational Foundations dimensions should be assessed by both the organization’s senior 
leadership team and teams to understand how leadership decisions are experienced on the ground. 
Potential disparities are great signals for growth opportunities. 

 
Leadership and Culture 
Leadership and Culture reflects how much an organization’s leadership and culture prioritize RAI—to 
what extent RAI values are translated into resources and incentives for RAI work. Organizational leaders’ 
actions highlight their priorities, signaling to employees what is valued and rewarded by the 
organization. Leadership’s prioritization of RAI in their decision-making empowers teams to approach 
and practice RAI maturely. 
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Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

The organization might have 
some general messaging 
about RAI, but… 

• C-suite leaders do not 
consider RAI in decision-
making or allocate 
resources to it. For 
example, budget is not set 
aside for tools, consulting 
with experts, education, 
collecting representative 
data, and headcount. 

• The organization does not 
incentivize RAI work. 

• Management does not 
buy-in to the importance 
of RAI, as demonstrated by 
a lack of change in 
decisions and behavior to 
align with RAI values. 

 

The organization states it 
values RAI, (e.g., creates 
messaging, establishes RAI 
principles), but… 

• C-suite leaders do not 
consider RAI in decision-
making or allocate 
resources (budget, 
headcount) to it.  

• The organization does not 
incentivize RAI work. 

• Management does not 
allocate time for RAI 
practices during the 
product development and 
deployment lifecycle. 

• RAI work, if done, is driven 
by a few passionate 
individuals. 

The organization states it 
values RAI, (e.g., creates 
messaging, establishes RAI 
principles), and… 

• C-suite leaders prioritize 
some RAI aspects (e.g., 
fairness, transparency) but 
not others (e.g., reliability 
and safety, accountability). 

• Some resources are 
allocated to jumpstart RAI 
efforts. 

• The organization 
encourages RAI work but 
does not incentivize it. 

• Management points to 
competing values and 
shipping pressures as a 
justification for not 
prioritizing RAI. 

• RAI work is driven by 
passionate teams in a few 
pockets of the 
organization. 

RAI is valued and prioritized 
by the organization. 

C-suite leaders prioritize RAI 
in their decision-making and 
resource allocation (e.g., 
investments in training, 
governance, infrastructure, RAI 
experts). 

Organization plans long-term 
investment in RAI - headcount 
& budget for RAI practice, 
research & education. 

Some teams are incentivized 
to prioritize RAI, possibly with 
explicit RAI commitments, 
performance indicators, and 
management recognition.  

RAI is fully integrated in the 
organization; it is part of 
business as usual and a 
required aspect of AI systems. 
AI products are not released if 
at least major known RAI risks 
(e.g., fairness-related harms) 
are not addressed. 

C-suite leaders prioritize RAI 
in their decision-making and 
resource allocation. They set 
clear RAI commitments and 
performance indicators. 

The organization incentivizes 
all AI teams to prioritize RAI.  
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Organizational capacity 
Organizational capacity includes foundational dimensions that afford teams the ability to do RAI work: 
governance, knowledge resources, and tooling. These dimensions are often interdependent with one 
fostering progress in another—RAI policy can facilitate creation of knowledge resources, knowledge 
resources can aid tooling, tooling can enable RAI compliance processes and infrastructure. 
 

Governance 
Governance refers to the existence of formal organizational policies (RAI Policy, e.g. Microsoft’s RAI 
Standard), and the infrastructure and practices needed to facilitate compliance with those policies 
across the organization (RAI Compliance processes and infrastructure). It provides teams the guidance, 
processes, and systems needed to implement RAI Practice dimensions, and enables maturity on the 
Accountability dimension. 
 
  

https://blogs.microsoft.com/on-the-issues/2022/06/21/microsofts-framework-for-building-ai-systems-responsibly/
https://blogs.microsoft.com/on-the-issues/2022/06/21/microsofts-framework-for-building-ai-systems-responsibly/
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RAI policy 
RAI policy refers to compliance requirements and guidelines for an organization’s AI products. A well-
defined RAI Policy enables accountability within an organization by formalizing requirements, delivering 
a reference point to identify when teams and the organization deviate from desired actions. 
Furthermore, RAI Policy provides a good starting point for organizations who have few RAI practices in 
place.  

 
  

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

The organization does not 
have any internal RAI policies. 

 

The organization is in the 
process of creating a unified 
internal RAI policy. 

Some RAI policies specific to 
some RAI aspects (e.g., 
fairness, privacy) might exist, 
but they are fractured. 

 

The organization has an 
internal RAI policy. The policy 
is supported by some 
additional documentation 
explaining the policy and 
how to implement it. 
However, the documentation 
is high-level, and does not 
cover all necessary aspects. 

 

The organization’s internal 
RAI policy is rigorous (i.e., 
based on empirical evidence 
and research), 
comprehensive, and 
auditable. 

RAI policy is continuously 
updated & improved based 
on lessons learned from its 
application. 

The policy is supported by 
comprehensive 
documentation, but it might 
still be missing some in-
depth aspects needed for 
implementing it (e.g., detailed 
practices on how to measure 
some types of RAI harms). 

The organization’s internal RAI 
policy is so forward-thinking that 
it informs external policies (e.g., 
standards, laws, regulations). 

The organization’s RAI policy is 
reconciled against the entirety of a 
company’s other internal policies an  
governance processes (e.g., RAI, priv  
or security policies and processes ar  
integrated, and redundancies are 
removed). 

The policy is supported by 
documentation that is integrated 
into processes and tools. 
Processes exist for keeping this 
documentation up to date and 
incorporating new knowledge 
over time. 
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RAI compliance processes and infrastructure 
RAI compliance processes and infrastructure refers to the practices, procedures, and internal structures 
set up to facilitate compliance with RAI policy across the organization. Examples of RAI compliance 
processes and infrastructure include guidance on doing risk assessments (e.g., impact assessments), 
frameworks/templates for filling out required documentation (e.g., transparency notes) and processes 
for reporting and reviewing high risk uses of AI. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

The organization does not 
have a RAI-specific compliance 
process or infrastructure in 
place. 

For instance, there is no 
structured process in place for 
employees to report RAI 
harms. 

 

RAI compliance processes are 
in planning. Any RAI 
compliance work (e.g., RAI 
reviews) is done manually, in 
an ad-hoc manner, without 
infrastructure. 

For instance, the organization 
has an informal process for 
reporting RAI harms.  

 

RAI compliance processes vary 
a lot across organizational 
units. 

Infrastructure for RAI 
compliance is fragmented. 

For instance, the organization 
has a structured process for 
reporting RAI harms (e.g., 
company-wide process for 
high-risk uses). 

RAI compliance processes are 
streamlined across the 
organization. 

Infrastructure for RAI 
compliance exists but is 
disconnected from product 
teams’ AI development and 
deployment lifecycle. 

For instance, the organization 
has a structured process for 
reporting RAI harms and for 
disseminating information 
about the harms to relevant 
personnel. There are processes 
in place to address RAI harms 
on a case-by-case basis. 

The organization’s RAI 
compliance processes are 
scalable, extensible, and 
continuously improved. 

Infrastructure for RAI 
compliance is deeply 
integrated into product teams’ 
AI development and 
deployment lifecycle. 

Automation is used where 
appropriate. 

The organization has a 
structured process for 
reporting RAI harms, which is 
integrated into teams’ AI 
development and deployment 
lifecycle. The organization has 
a fully functioning RAI 
response process to 
systematically address 
different types of identified 
RAI harms. 

  

https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Template.pdf
https://learn.microsoft.com/en-us/legal/cognitive-services/language-service/transparency-note
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Knowledge resources 
Knowledge resources refers to the availability of RAI experts and RAI-specific knowledge, training, and 
education resources within an organization. Knowledge resources are fundamental for gaining maturity 
in almost every other dimension and are the primary means of educating practitioners and teams about 
RAI principles and practices. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Training resources specific to 
the organization’s needs are 
non-existent or limited. A lot 
of RAI knowledge is 
undocumented. 

Access to RAI experts is 
limited. 

 

Training resources specific to 
the organization’s needs are 
non-existent or limited. A lot 
of RAI knowledge is 
undocumented. 

Teams have access to some, 
but not sufficient, RAI experts. 

Pockets of RAI expertise begin 
to emerge bottom-up within 
the organization. 

Some of the organization’s RAI 
knowledge is codified in 
training resources, but these 
are incomplete and/or not 
actionable (e.g., too generic, 
or hard to understand/apply). 

Teams have access to in-house 
RAI experts. 

The organization’s RAI 
knowledge is codified in best 
practices, guidance, and 
effective training (e.g., case 
studies, cross-disciplinary 
workshops). 

The organization maintains an 
up-to-date library of 
actionable guidance for 
addressing RAI issues. 

RAI experts are part of a 
recognized external 
community that generates and 
shares knowledge. 

The organization abstracts 
and generalizes from its own 
learnings into knowledge that 
can be used by others. 

The organization’s RAI experts 
engage publicly in knowledge 
creation and sharing (e.g., by 
participating in professional 
and academic conferences). 
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Tooling 
Tooling refers to an organization’s access to and development of tools that facilitate RAI work. Tools are 
invaluable for scaling up RAI work in an organization because they support implementation of RAI 
practices on-the-ground (e.g., identifying and measuring RAI risks) in service of high-level RAI principles 
(e.g., reliability and safety, fairness). Note that the mere existence of tools is not enough for RAI 
maturity without the necessary incentives and compliance requirements for practitioners to use those 
tools. Factors that influence maturity of tooling include the extent of tooling assistance throughout the 
AI lifecycle, extent of integration in workflows, and diversity of capabilities and customizability.  

[For links to Microsoft-specific RAI tools, please see the Appendix or https://aka.ms/rai, HAX Toolkit, and 
RAI Toolbox.] 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

The organization does not 
provide AI teams with access 
to RAI-specific tools. 

The organization provides AI 
teams with access to some 
RAI-specific tools, but they 
are: 

• Fragmented, not inter-
operable. 

• Only capable of 
addressing limited RAI 
aspects (e.g., fairness) and 
stages in the AI 
development and 
deployment lifecycle (e.g., 
model testing). 

The organization provides AI 
teams with access to some 
RAI-specific tools, but they: 

• Are not integrated into 
teams’ workflows and 
infrastructure. 

• Can’t handle the data 
types or scale of some AI 
models. 

The organization provides AI 
teams with access to some 
RAI-specific tools, and they: 

• Are integrated into teams’ 
processes, customizable, 
and provide end-to-end 
support. 

• Have centralized data 
types and location, 
common infrastructure, 
and automation 
capabilities. 

• Handle many scenarios. 

The RAI tooling ecosystem is 
extensible and customizable. 
AI teams can contribute new 
tools. 

Tools support end-to-end 
documentation and auditing. 

 

  

https://aka.ms/rai
https://www.microsoft.com/en-us/haxtoolkit/
https://responsibleaitoolbox.ai/
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Team Approach 
 
What: Team Approach are dimensions of RAI maturity that pertain to the way teams approach RAI work 
(e.g., how, why, with whom). These dimensions are fundamental to an organization’s ability to do RAI 
work and often must be in place for meaningful progress to be made in the RAI Practices dimensions. 
Team Approach is also impacted by high-level organizational factors such as Organizational Capacity 
and Leadership & Culture: Prioritizing RAI, and thus the dimensions below must be considered in the 
context of these broader organizational aspects. A large portion of Team Approach dimensions fall 
under cross-discipline collaboration. This focus is further divided into specific elements of collaboration 
(e.g., motivation, timing) and specific collaborative relationships (e.g., within teams and RAI specialists 
working with product teams). 

Who: Team Approach dimensions should be assessed by an organization’s teams, as the maturity of 
such dimensions mostly reflects teams’ actions and decisions. Combining team assessments across a 
department can give a snapshot of the department’s average maturity for each team approach 
dimension (do not average across dimensions). Note that teams within a department can vary 
drastically in their maturity, thus the focus on efforts to increase maturity in Team approach dimensions 
should be specifically tailored to teams. 

For a faster, but less robust, assessment of Team Approach dimensions, the head of a department may 
assess what level they believe teams in their department fall. These dimensions, however, are less 
suitable for a leader to assess, because they may not witness some of these dimensions firsthand—e.g., 
within team collaboration and UX practitioners’ AI readiness.      
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Teams valuing RAI 
Teams valuing RAI refers to the extent to which teams see the necessity and importance of RAI work. 
Without meaningful buy-in from a team—belief that RAI is critical for developing high quality AI 
products—there is little likelihood of reaching RAI maturity. RAI policy and compliance processes often 
require teams to do RAI work. However, motivation is needed to go beyond doing these requirements 
at the bare minimum level. An organization can have all the Organizational Capacity needed in place for 
RAI maturity, but if its teams aren’t willing to use these resources, little progress will be made.  

 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams believe RAI is an 
impediment that lowers the 
quality of AI products. Or, they 
are simply unaware of/ 
surprised to learn about RAI 
work.  

Teams are aware of the 
existence of RAI but see RAI 
work as a tax that adds little 
value to AI products. 

 

Teams begin to see some 
value in RAI work and how it 
benefits the quality of AI 
products. 

 

Teams believe in the value of 
RAI and actively learn and 
refine their RAI knowledge. 

 

Teams have a deep 
appreciation of RAI, constantly 
strive to implement it across 
all stages of the AI lifecycle, 
and regularly advocate for it.  
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Timing of RAI within the AI development and deployment lifecycle 
Timing of RAI refers to how early or late during the AI product development and deployment lifecycle 
teams do RAI work. If RAI concerns are ignored until the end of product development, it’s too late to 
make substantial changes to appropriately mitigate RAI risks. RAI concerns thus must be considered 
from the onset of the AI lifecycle to inform the design and development of the AI system from the very 
start. This helps to, among other things, minimize duplication of work and reduce time waste. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams do not dedicate time to 
RAI during the AI 
development and deployment 
lifecycle. 

Teams face RAI concerns or 
requirements very late, when 
they thought the work was 
done. 

Teams do not consider RAI 
early in the AI development 
and deployment lifecycle. 

Teams dedicate time to RAI 
sometime during the AI 
development and deployment 
lifecycle, but not at the 
beginning. 

This can result in time wasted 
and a lot of work needing to 
be redone. 

Teams consider RAI early in 
the AI development and 
deployment lifecycle, but they 
do not bring in UX disciplines 
early. 

Teams consider RAI at the 
start of the AI development 
and deployment lifecycle. 

They start UX work early, prior 
to AI model development. 

Teams consider RAI at early 
ideation stages before they 
have a product idea and 
before the product 
development lifecycle kicks off. 

Prior UX work informs product 
idea. 

This saves time and the need 
to redo work. 

 

  



 

 

21 
 

Motivation for AI products  
Motivation for AI products refers to the inspiration and rationale behind their development. Many AI 
products are often built with a desire to implement shiny new AI technologies (technology-centered 
development) instead of being motivated by user needs (people-centered development). Mature RAI 
product development is centered around people and how best to address their needs, including paying 
attention to how the product will impact society and environment. At times, the most mature action 
from an RAI perspective is to not build the system. 

 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Technology-centered: 
Product development 
prioritizes or is motivated by 
the existence of a new 
technology (e.g., the release of 
a new large model) or 
pressure to integrate AI into 
product, not by a 
demonstrated need people 
have. 

Product development is 
primarily motivated by 
technology but considers 
people at a late stage or in a 
superficial manner that makes 
it difficult to identify and 
address RAI issues. 

If RAI issues are identified, 
addressing them is delayed 
indefinitely or until a future 
release. 

Product development is 
primarily motivated by 
technology but considers 
people at a late stage or in a 
superficial manner that makes 
it difficult to identify and 
address RAI issues. 

If RAI issues are identified, 
shipping is delayed to address 
at least major ones before 
releasing the product. 

People-centered: Product 
development is primarily 
motivated by people’s needs 
and reflects careful trade-offs 
among business, experience, 
technology, and RAI priorities. 

The outcome of careful 
deliberations may be a 
decision not to build if harms 
outweigh benefits. 

Product development is 
grounded in inclusive, 
equitable and potentially 
innovative approaches to 
understanding people’s needs 
and considering a 
technology’s impact on 
people, society, the 
environment, etc. (e.g., 
approaches such as inclusive 
design, value-centered design, 
participatory design, design 
justice). 
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Cross-discipline collaboration 
 
Cross-discipline collaboration refers to the people in different roles or with different expertise working 
together to address RAI problems. Cross-discipline collaboration is indispensable for doing RAI work, 
because RAI is not a technical problem with solely technical solutions. RAI is about impacts on people 
and society and therefore requires involvement with experts who understand people, society, and the AI 
system’s application context. 

 

Sociotechnical approach 
Sociotechnical approach refers to the extent to which teams approach RAI from a sociotechnical—as 
opposed to a solely technical—perspective. This impacts what forms of RAI work are considered 
necessary, how they get done, by whom, and when.  

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

RAI is viewed as a technical 
problem, with technical 
solutions. 

Technical experts such as data 
science, engineering, and 
project management, work 
alone. They do not consider 
social aspects or bring in 
sociotechnical experts such as 
UX researchers or designers. 

RAI is viewed as a technical 
problem, with technical 
solutions. 

Technical experts such as data 
science, engineering, project 
management, work alone. 
They do not consider social 
aspects. They involve 
sociotechnical experts, such as 
UX practitioners, very late in 
the process and only for 
superficial work that is not 
necessarily sociotechnical in 
nature (e.g., aesthetics of the 
user interface). 

RAI is viewed largely as a 
technical problem but with 
some social implications. 

Technical experts do 
perfunctory sociotechnical 
work themselves, without 
involving sociotechnical 
experts (e.g., data science, 
project management do 
sociotechnical work without 
engaging UX disciplines). 

RAI issues are viewed as 
sociotechnical problems. 

Disciplines with sociotechnical 
expertise such as UX, 
anthropology, sociology, 
linguistics, etc. are engaged to 
address RAI issues. 

 

RAI is viewed as a 
sociotechnical practice. 

Disciplines with sociotechnical 
expertise such as UX, 
anthropology, sociology, 
linguistics, etc. are engaged 
from the very beginning and 
shape product strategy (e.g., 
whether and what to build). 
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Common language 
Common language refers to different practitioners, experts, and stakeholders involved in AI product 
development being aware that they might not have a shared vocabulary and being purposeful about 
building one. Working across disciplines is difficult because each discipline has its own technical jargon. 
For example, a feature means something different to a data scientist (input variable in a model) than it 
does to a UX designer or PM (a function or capability of a product). Learning about disciplines other 
than one’s own and developing a common language is necessary for collaboration. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

AI practitioners in different 
disciplines (e.g., data science, 
project management, UX) 
don’t have a common 
language. They lack the ability 
to understand the vocabulary 
of other disciplines, 
stakeholders, customers, RAI 
consultants, and experts and 
are not aware they are 
misunderstanding each other. 

AI practitioners in different 
disciplines cannot 
communicate effectively but 
are able to recognize they lack 
a common language and that 
they’re not on the same page. 

 

AI practitioners in different 
disciplines have enough 
common language to 
understand each other a little 
bit and to recognize what they 
don’t know. 

A few disciplines might be 
able to communicate well 
(e.g., UX and front-end 
software development) yet 
there is little understanding 
across all disciplines. 

AI practitioners in different 
disciplines have enough of a 
common language to have 
useful conversations. They 
actively seek clarification and 
better understanding. They 
invest patience and curiosity in 
getting on the same page. 

 

AI practitioners in different 
disciplines have the ability to 
engage in cross-disciplinary 
dialogue – to translate from 
one discipline, stakeholder 
group, or customer to another 
and engage in deep 
meaningful RAI work. 

The cross-disciplinary 
dialogue respects each 
discipline’s expertise and does 
not imply that everyone needs 
to acquire deep expertise in 
other areas. 

 

 

  



 

 

24 
 

Collaboration within teams 
Collaboration within teams refers to the interactions between members of a product or service team 
when they do RAI work. Collaboration is often taken for granted, but teams need to reflect on how they 
work and be intentional about creating a team culture that enables them to work together well.  

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams lack a diversity of 
perspectives (backgrounds, 
experiences). 

Disciplines are in separate 
siloes and they do not talk to 
each other. Disciplines are 
purposefully kept separate for 
(invalid) reasons such as 
“saving them time.” 

Team members do not have a 
holistic view of the product, its 
rationale, and the work of 
disciplines other than their 
own.  

Disciplines are in separate 
siloes but they talk to each 
other some – for example, 
only at milestones, integration 
points (pitching things over 
the wall), or when a problem 
occurs.  

Team members do not have a 
holistic view of the product, its 
rationale, and the work of 
disciplines other than their 
own.  

 

Different disciplines and 
diverse perspectives are 
together in the room, but 
some disciplines are not 
heard. 

Team members have a partial 
view of the product and its 
rationale and some 
understanding of other 
disciplines’ work. 

Different disciplines and 
diverse perspectives discuss 
and make decisions together. 

Each team member has a 
holistic view of the product, its 
rationale, and the work of 
disciplines other than their 
own. 

 

Different disciplines & diverse 
perspectives work together 
from the very beginning and 
on the most important 
decisions (e.g., what to build, 
roadmap, resource allocation). 

Each team member has a 
holistic view of the product, its 
rationale, and the work of 
disciplines other than their 
own, and influence other 
disciplines.  

Team members understand 
how work in their discipline 
impacts work in other 
disciplines and know when to 
seek out other disciplines’ 
expertise. 
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Non-UX disciplines’ perceptions of UX 
Non-UX disciplines’ perceptions of UX refers to how practitioners of non-UX disciplines (e.g., software 
engineers, project managers, data scientists) perceive the role of UX disciplines (e.g., research, design, 
content strategy, copywriting). Because RAI is a sociotechnical problem requiring a sociotechnical 
approach, the involvement of UX disciplines, who specialize in understanding and designing for people 
and society, is crucial.  Engagement with UX disciplines can be immature if other disciplines do not 
understand or value them. This dimension influences several other dimensions’ maturity: Timing of RAI, 
Sociotechnical Approach, and Motivation for AI products. In turn, maturity on this dimension is influenced 
by UX practitioners’ AI readiness. When considering this dimension, pay attention to discrepancies 
between UX and non-UX disciplines’ perceptions of maturity. Such discrepancies signal opportunities 
for growth. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Non-UX disciplines such as 
data science, engineering, 
project management, etc. do 
not understand the value of 
UX and do not engage with 
the many UX disciplines (e.g., 
research, design, writing, 
content strategy, information 
architecture) in AI projects. 

 

 

Non-UX disciplines have a 
narrow understanding of what 
UX disciplines do. They might 
see the role of UX as 
delivering reductive, simple 
deliverables. 

For example, non-UX 
disciplines may erroneously 
assume that the role of UX 
design is merely to deliver 
wireframes and mock-ups, and 
the role of UX research is just 
to conduct usability testing or 
validate existing assumptions. 

UX disciplines are not 
engaged meaningfully – e.g., 
in research, product strategy, 
information architecture—to 

Non-UX disciplines perceive 
UX disciplines as useful and 
see a role for UX, but they 
perceive work done by UX 
practitioners as time-
consuming, so they do UX 
work themselves, believing 
they can do it faster. 

Non-UX disciplines perceive 
UX disciplines as valuable and 
see a broader role for UX, 
including bringing new 
qualitative insights, raising 
new questions, and identifying 
risks. These and the resulting 
changes, even substantial 
ones, are embraced by non-
UX practitioners.  

Non-UX disciplines perceive 
UX disciplines as equal and 
indispensable. 

They understand that the role 
of UX includes shaping 
strategy, realizing moral and 
social values beyond the 
needs of immediate users and 
stakeholders. 

Non-UX practitioners 
understand and respect UX 
work and how to best 
collaborate. 
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bring new insights or raise 
new questions. 

UX practitioners have to 
advocate and educate others 
about UX disciplines because, 
for instance, non-UX 
disciplines may mistakenly 
perceive qualitative research 
as anecdotal, not quantifiable, 
and therefore lacking value.  
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UX practitioners’ AI readiness 
UX practitioners’ AI readiness refers to how knowledgeable and prepared practitioners in UX disciplines 
(e.g., research, design, and content strategy) are to work with AI. UX practitioners’ AI readiness depends 
on maturity in dimensions such as Knowledge resources, Collaboration within teams and Teams working 
with RAI specialists. Maturity on this dimension influences maturity on other dimensions, such as 
Sociotechnical approach and Non-UX disciplines’ perceptions of UX. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

UX practitioners approach AI 
as if it were a traditional, 
deterministic system. 

UX practitioners leverage 
traditional UX methods and 
tools without knowing 
whether the uniqueness of AI 
might make them inaccurate 
or where they might fall short.  

   

UX practitioners appreciate 
the uniqueness of AI systems 
but might not know exactly 
how to approach it. 

UX practitioners do not 
assume that traditional 
methods and tools are 
appropriate for UX of AI and 
recognize the need to learn 
about AI and UX of AI.   

UX practitioners approach AI 
with some understanding of 
its probabilistic nature. 

UX practitioners use methods 
and tools specific to AI, but in 
an ad-hoc, non-systematic 
way. 

UX practitioners might 
overlook some aspects of 
probabilistic systems such as 
failures and, for example, only 
design for the golden/hero 
path. 

UX practitioners have a 
system-level understanding of 
AI, including the UX 
implications of data science 
work such as training and 
testing datasets, data 
collection methods, the nature 
and choices related to the ML 
model, and its explainability. 

UX practitioners’ use of 
methods and tools specific to 
AI is fully integrated in their 
workflows.  

UX practitioners approach UX 
of AI in a systematic, 
consistent way – e.g., they use 
AI design frameworks such as 
the HAX Toolkit. 

UX practitioners innovate 
upon UX of AI practices, 
guidance, methods, and tools. 

 

  

https://aka.ms/haxtoolkit
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RAI specialists working with product teams 
RAI specialists working with product teams refers to how RAI specialists approach working with product 
or service teams when advising them. RAI specialists (experts, consultants) need to set the right 
expectations concerning roles and responsibilities at the start of a collaboration because their initial 
interactions with teams drastically impact a team’s receptiveness to RAI work. 

The RAI specialists working with product teams dimension should be independently assessed by both 
parties and discussed together afterwards. If disagreements arise, this is an opportunity for the team and 
RAI specialists to share what’s working and what’s not, and together develop an improvement plan.  

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

RAI specialists set wrong or 
unrealistic expectations of the 
engagement – e.g., we’ll make 
your system fair in one week. 

RAI specialists are alarmist 
about a product’s RAI risks. 
They react to a team’s AI 
system (design or usage) with 
many and/or dire concerns. 

These concerns might lead 
teams to panic or fear that 
they need to mitigate all 
potential RAI risks before they 
can ship. 

RAI specialists set unclear 
expectations for who is 
responsible for what and 
outcomes of the engagement. 
As a result, teams might either 
expect RAI specialists to do 
RAI work for them or assume 
that all the responsibility falls 
solely on the team. 

RAI specialists overwhelm 
teams with concerns. They 
make too many 
recommendations, and share 
information without distilling it 
down so teams can reasonably 
understand and digest it. As a 
result, teams might give up, 
feeling like too much needs to 
be done to address RAI 
concerns. 

RAI specialists set clear 
expectations about their 
expertise, intention, nature of 
the collaboration, outcomes of 
the collaboration, and 
responsibilities. Despite this, 
they only consider teams’ RAI 
work, failing to account for 
other external pressures that 
might impact the 
engagement. 

RAI specialists show empathy 
for teams and voice 
recognition that RAI is new 
and difficult for all. 

 

RAI specialists set clear 
expectations about their 
expertise, intention, nature of 
the collaboration, outcomes of 
the collaboration, and 
responsibilities. They also 
consider teams’ other external 
pressures that might impact 
the engagement – e.g., they 
coordinate with other 
applicable compliance areas 
and take into consideration 
the teams’ other priorities & 
deadlines. 

RAI specialists are mindful of a 
team’s RAI knowledge and 
experience and take the 
appropriate steps to make 
things manageable – e.g., they 
are concise, designate one 
point of contact, and clarify 
that the team doesn’t have to 
address every single RAI risk.  

RAI specialists document 
expectations and work 
agreements, and revisit and 
revise them over time as 
needed. 

RAI specialists interact with 
teams like they are in a 
partnership; we’re all on the 
same side and working 
together towards the common 
goal of making a better 
product.  

They frame RAI engagements 
as a journey throughout the 
product’s lifecycle, not as a 
one-time effort. 
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Teams working with RAI specialists 
Teams working with RAI specialists refers to how product teams interact with RAI specialists who are 
advising them. 

The Teams working with RAI specialists dimension should be independently assessed by both parties and 
discussed together afterwards. If disagreements arise, this is an opportunity for the team and RAI 
specialists to share what’s working and what’s not, and together develop an improvement plan.  

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams are adversarial in their 
engagements with RAI 
consultants/experts or do not 
engage at all.  

For example, when teams 
receive RAI Specialists’ input, 
they might not listen to it, and 
when teams provide RAI 
Specialists information, they 
might share little and not give 
access to the people on the 
team with the knowledge the 
RAI consultants/experts need. 

Teams are defensive or 
resistant in their engagements 
with RAI consultants/experts. 

For example, when teams 
receive RAI Specialists’ input, 
they might push back against 
it and the recommended 
work. If the RAI work is done, 
it is done by RAI consultants 
or RAI experts, and not by the 
team. When teams provide 
RAI Specialists information, 
they might share too little/ too 
much information that makes 
it impossible for 
consultants/experts to 
understand the situation and 
help.  

 

Teams are 
indifferent/halfhearted in their 
engagements with RAI 
consultants/experts. 

For example, when teams 
receive RAI 
consultants’/experts’ input, 
they might be somewhat 
receptive to it but in a passive 
way – they want to be told 
exactly what to do. When 
teams provide RAI 
consultants/experts 
information, they might not 
consider what information is 
needed and wait to be told 
what information to share.  

This can lead to a lot of back-
and-forth and wasted time. 

 

Teams are open in their 
engagements with RAI 
consultants/experts. 

For example, when teams 
receive RAI 
consultants’/experts’ input, 
they might embrace it and 
actively engage in learning 
about RAI and implementing 
recommendations. 

When teams provide RAI 
consultants/experts 
information, they might share 
adequate information and 
make available a point of 
contact who connects the RAI 
consultants/experts with the 
right people and resources 
(e.g., access to systems, 
telemetry data, RAI incidents 
reported). 

Teams form true partnerships 
with RAI consultants/experts. 

For example, teams and RAI 
consultants/experts might 
work together to identify, 
understand, and address RAI 
problems. 

When teams provide RAI 
consultants/experts 
information, they might 
consider the audience– what 
background knowledge they 
have, and if unfamiliar with the 
work, what they need to know. 
As a result, teams brief RAI 
consultants/experts about the 
project at the appropriate 
level of detail. 

Teams keep RAI 
consultants/experts up to date 
on the latest developments, 
changes, or updates. 
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RAI Practice 
 
What: RAI Practice includes the dimensions of RAI maturity that pertain to how teams perform specific 
RAI work. RAI Practices are often done in the service of high-level goals such as Fairness, Inclusiveness, 
and Reliability & Safety. We found that accomplishing high-level principles requires AI practitioners to 
perform the work of identifying, measuring, mitigating, and monitoring RAI risks.  

Keep in mind that although the dimensions listed below are often the most visible forms of RAI work in 
organizations, they are shaped by the Organizational Foundations and Team Approaches dimensions. 
Maturity in RAI Practice can enable AI practitioners to influence and advance the RAI maturity of their 
team and organization. 

Combining team assessments across a department can give a snapshot of the department’s average 
maturity for each RAI Practice dimension (do not average across dimensions). Note that teams within a 
department can vary drastically in their maturity, thus the focus on efforts to increase maturity in RAI 
practice dimensions should be specifically tailored to teams, the type of their AI system, and its 
deployment domain. 

Who: RAI Practice dimensions should be assessed by the organization’s teams as the maturity of such 
dimensions reflects how they perform RAI work. Assessing the maturity on these dimensions can help 
practitioners and teams take stock of their ability to do the different kinds of sociotechnical work 
required to design, build, and maintain RAI systems. 
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Accountability 
Accountability is the practice of taking responsibility for mitigating harms in AI products, features, and 
systems. An organization is accountable not only to the direct end-users of its products but also to its 
customers who use and deploy systems built by the organization.  

The Accountability dimension should be assessed at an organizational level.  

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

The organization takes no 
responsibility for harm 
mitigation. 

 

 

The organization takes 
minimal responsibility for 
harm mitigation. 

The organization offers 
customers and users 
superficial RAI documentation 
and disclaimers. 

The organization relies on end 
users to oversee system harms 
or only use the system in 
approved ways. 

The organization relies on 
customers who deploy the AI 
system to put human 
oversight mechanisms in place 
and do their own last-mile 
system testing without any 
additional guidance or 
instruction. 

The organization takes some 
responsibility for harm 
mitigation. 

It recognizes the limits of 
human oversight, providing 
users and customers with 
detailed RAI documentation 
(e.g., Transparency Notes). 

The organization does not 
have RAI accountability 
policies in place. 

The organization may mitigate 
harms by using gating or 
system controls to limit and 
track deployments to prevent 
harmful uses. 

The organization identifies 
and documents the 
stakeholders that are 
responsible for 
troubleshooting, managing, 
operating, overseeing, and 
controlling the system during 
and after deployment.  

The organization partners with 
users and customers in 
sharing responsibility for harm 
mitigation. 

The organization recognizes 
the limits of human oversight, 
providing guidance and 
training on human oversight 
considerations to users and 
customers to empower them 
to manage harms and failures. 

The organization has policies 
in place for RAI accountability. 

When possible, the 
organization builds harm 
mitigations into the system 
itself, designing and building 
systems to avoid failures.  

The organization partners with 
users and customers in 
sharing responsibility for harm 
mitigation. 

It defines and documents 
methods used to evaluate 
whether oversight functions 
can be realistically 
accomplished by stakeholders, 
including the metrics used in 
the evaluations. When this is 
not possible, it provides 
guidance on evaluating 
oversight functions to the 
third party responsible for 
evaluating oversight functions.  

The organization has a 
documented plan for 
managing previously unknown 
failures as they surface, 
including feature and system 
rollback, processes for model 
updates, and notifying users 
and customers of system 
changes. 
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Transparency 
Transparency is the practice of being open about the information necessary to understand AI systems. 
From an RAI perspective, being transparent isn’t just about documenting and sharing technical 
information (e.g., datasets, models, and benchmarks) but also RAI-specific information such as known 
limitations, potential harms, and inappropriate uses of AI systems. 

 

External transparency 
External transparency is the practice of publicly sharing AI system information with users, customers, 
and stakeholders to clearly communicate the capabilities, limitations, and potential risks of AI systems. 
External transparency is accomplished using artifacts such as transparency notes, model or system 
cards, tutorials, online documentation, FAQs, and UI copy.  

The external transparency dimension should be assessed at both the organizational level and team level. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

The organization does not 
share system information 
externally or only shares 
technical documentation. 

It may not be obvious that AI 
is used at all. 

The organization shares 
technical system information 
(e.g., functionality, instructions 
for use) externally but does 
not include any information 
on RAI or sociotechnical 
considerations (e.g., 
explanations of system 
behaviors, known limitations, 
potential harms). 

For systems that have user 
interfaces, system information 
is not integrated into the user 
interface; the user must seek it 
out. 

The organization shares both 
technical system information 
and RAI considerations, but 
the RAI content is boilerplate 
and lacks specificity (e.g., 
discusses RAI at a conceptual 
level, not specific to the 
model/system).  

For systems that have user 
interfaces, generic RAI system 
information is integrated into 
the user interface at a few key 
points. 

The organization shares both 
technical system information 
and specific RAI 
considerations, like known 
limitations, potential harms, 
and responsible use of the 
model/system.  

For systems that have user 
interfaces, specific RAI system 
information is integrated into 
the user interface at a few key 
points. 

Specific RAI system 
information is also available 
via documentation, and 
possibly other formats (e.g., 

The organization shares both 
technical system information 
and specific RAI 
considerations with 
appropriate transparency. 
They adapt communications 
and documentation to 
correspond to the intended 
audience and evaluate the 
content and format for 
effectiveness.  

For systems that have user 
interfaces, system information 
is integrated throughout the 
user experience – e.g., readily 
available explanations of 
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The information is difficult to 
find (e.g., it is only captured in 
stand-alone documentation, 
not accessible via other 
formats and requires 
searching to find).   

Generic RAI system 
information is also available 
via documentation. 

tutorials, notebooks, training 
videos) and is easy to access.  

outputs are provided in easy-
to understand language.  

Mechanisms are offered for 
any stakeholder to engage in 
a dialog or ask questions 
about this information.  

Transparency is seen as a 
continuous interaction and as 
systems evolve the 
information shared externally 
is updated. 

 

Internal transparency 
Internal transparency is the practice of systematically documenting information related to the design, 
development, and working of AI systems to ensure auditability, collaboration, reflections on potential 
RAI risks, and external transparency. Internal transparency is accomplished using artifacts such as code 
and system documentation, impact assessments, datasheets for datasets, system architecture diagrams, 
and model cards. 

The internal transparency dimension should be assessed at both the organizational level and team level. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

The organization does not 
have any requirements or 
guidance for what information 
needs to be documented and 
how. 

Some information about 
datasets, models, decisions, 
processes, etc. might be 
captured in emails, meeting 

The organization does not 
have any requirements or 
guidance for what information 
needs to be documented and 
how.  

Some information individuals 
deem important is 
documented at the team level, 
on an as-needed basis, but 

The organization recommends 
teams document information 
about AI assets and offers 
templates (e.g., Impact 
Assessments, Datasheets for 
Datasets, Model Cards) but no 
or very little documentation is 
formally required. 

The organization has clear 
requirements, templates, 
guidance, and supporting 
resources for documentation. 

Some standardized 
documentation exists across 
the organization but is not 
fully integrated into AI 

The organization integrates 
required documentation into 
AI pipelines, workflows, and 
existing tools. 

Relevant information is 
documented consistently 
across the organization and 
kept up to date.  
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notes, presentations. Some 
information remains 
undocumented and 
dependent on individuals’ 
memory.  

As a result, not all relevant 
information is captured or 
retrievable. When an 
individual leaves the project, 
information is lost. 

this is done inconsistently 
throughout the organization. 

Some standardized 
documentation exists but is 
created inconsistently across 
the organization, might be 
incomplete and difficult to 
find. 

Documentation is created 
towards the end of the AI 
development and deployment 
lifecycle. 

pipelines, workflows, existing 
tools). 

Some documentation is 
created throughout the AI 
development and deployment 
lifecycle, but this is not yet 
consistent across the 
organization. 

Documentation is sufficient to 
facilitate auditing. 

Documentation captures all 
necessary system design 
aspects (design & 
development choices, 
rationales, and assumptions) 
and RAI considerations (e.g., 
limitations, supported & 
unsupported uses, fairness 
assessments). 

Documentation is actively 
used to inform AI 
development and deployment 
decisions. It facilitates cross-
team collaboration (e.g., other 
teams can use ML assets such 
as models, datasets, RAI 
mitigations) and auditing. 

The organization’s 
documentation requirements, 
templates, practices and 
guidance are adopted by 
others in the industry and 
inform industry standards and 
policies. 
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Identifying, measuring, mitigating, and monitoring RAI risks 
Identify – measure – mitigate is a recommended framework for addressing RAI risks. Monitoring 
completes the cycle. The following dimensions show what maturity entails for each step in this 
framework. 

 

Identifying RAI risks 
Identifying RAI risks is the practice of determining risks and issues specific to an AI system, its uses, 
stakeholders, and deployment contexts. This is usually the first step that AI practitioners take when 
understanding the potential harms arising from AI systems. These risks can be of different kinds such as 
fairness, reliability, safety, privacy, or security. The practice of identifying RAI risks includes activities 
such as doing impact assessments, stakeholder engagement, and red teaming. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams lack awareness about 
what constitutes RAI risks. RAI 
risks or harms are identified 
and raised only by external 
parties (e.g., auditors, media, 
new employees). 

Teams identify RAI risks in an 
ad-hoc manner, without 
conducting specific 
investigations (e.g., an 
employee stumbles upon it). 

Teams conduct ad-hoc 
investigations to identify RAI 
risks (e.g., eyeballing data, 
speculating on risks, 
occasionally doing impact 
assessments). 

Teams engage in some 
reasoning about risks, but 
without involving affected 
stakeholders to understand 
how the risks affect them. 

However, teams might be 
unable to prioritize which risks 
to address and to manage 
trade-offs among AI system 
risks, benefits, and business 
requirements. This might 
result in paralysis  – since a 

Teams conduct systematic 
investigations to identify RAI 
risks using established 
practices such as an impact 
assessment. 

Teams’ reasoning about risks 
is informed by stakeholder 
input. 

They have a clear awareness 
of risks, benefits and business 
requirements, but struggle to 
prioritize them and manage 
trade-offs. 

Teams have a documented 
and structured plan to identify 
RAI risks (e.g., impact 
assessment), and this plan is 
integrated into the AI 
development and deployment 
lifecycle. 

Reasoning about risks is based 
on deep engagement with 
stakeholders, leveraging 
sociotechnical experts such as 
UX researchers. 

Teams engage in in-depth, 
data-driven cost-benefit 
analysis to make prioritization 
decisions and balance risks, 

https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Guide.pdf
https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Guide.pdf
https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Guide.pdf
https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Guide.pdf
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perfect system is 
unachievable, they forgo RAI 
altogether (all or nothing 
thinking). 

benefits and business 
requirements. 

Teams update and review the 
impact assessment at least 
annually, when new intended 
uses are added, and before 
advancing to a new release 
stage. (Goal A1.3 in the 
Microsoft RAI Standard v2) 

 

Measuring RAI risks 
Measuring RAI risks is the practice of assessing the extent or severity of RAI risks once they have been 
identified. Such assessment can be quantitative, qualitative, or a mix of both. Measurement helps to 
better understand different RAI risks, prioritize among different risks, and track progress in mitigating 
them. The practice of measuring RAI risks involves different forms of work such as data collection, using 
specific tools, collaborating with RAI experts and subject-matter experts, and defining performance 
metrics aligned with products or features. (See Appendix for methods and tools.) 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams do not conduct RAI-
specific risk measurements, 
relying instead on general, 
mostly offline, aggregated AI 
performance metrics such as 
accuracy. 

Teams only consider 
stakeholders in relation to 
basic business needs (e.g., 
prioritizing business owners), 
and might not consider 

Teams measure only some of 
the system’s RAI-specific risks 
(e.g., quality of service harms), 
in an ad-hoc manner. 

Teams use existing data for 
measuring RAI risks. They 
might be aware of the 
dataset’s limitations (e.g., fit 
for purpose and 
representativeness) but are 
unable to quantify them or 

Teams measure multiple RAI-
specific risks (e.g., known 
failures, quality of service 
harms, security threat 
modeling) and start 
acknowledging challenges 
with measuring different risks 
(e.g., difficulties quantifying 
representational harms). 

Teams sometimes collect 
additional data in an ad-hoc 
manner for measuring RAI 
risks. When possible, they try 

Teams have a documented 
evaluation plan for different 
risk measurements, 
performance metrics, and 
error types that encompasses 
both quantitative and 
qualitative approaches to 
harm assessments. 

Teams collect additional data 
as part of a well-developed 
strategy for RAI risk 
measurement. 

Teams conduct risk 
measurements on a regular 
basis, as part of system 
monitoring.  

Teams have an established 
process for continuously 
monitoring the system to 
refresh and retire data (e.g., 
does the data continue to be 
representative of new 
stakeholders, model changes, 
and new features). 

https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-Responsible-AI-Standard-v2-General-Requirements-3.pdf
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stakeholders exposed to RAI 
risks. 

address them by collecting 
more data. 

Teams measure predictable 
failures (e.g., false positives, 
false negatives) and analyze 
how they would impact 
stakeholders. 

to quantify or address the 
dataset’s limitations. 

Teams employ different 
approaches to risk 
measurement, going beyond 
predictable failures (e.g., 
aggregated vs. disaggregated 
evaluation, exploring use of 
RAI tools). 

Teams engage with RAI 
literature (e.g., research 
papers) to identify and 
measure how different factors 
might cause harms, but rarely 
work with RAI experts to 
validate their approaches. 

Teams employ a wide range of 
RAI-specific risk measurement 
approaches (e.g., measuring 
across multiple populations 
with careful consideration of 
factors and groups) with an 
eye towards reproducibility of 
measures. 

Teams go beyond measuring 
risks and try to understand the 
root cause of problems (e.g., 
data representativeness vs. 
model limitations). 

Teams work with RAI experts 
and employ RAI best practices 
(e.g., using disaggregated 
evaluation or RAI tools such as 
RAI Dashboard and Toolbox), 
while simultaneously finding 
new ways to measure and 
track model performance (e.g., 
use-case specific error 
tolerances). 

Teams work with domain-
specific subject matter experts 
(e.g., medical doctors if 
working on healthcare AI 
systems) to understand how 
different factors may impact 
system performance, including 
how such factors might vary 
across different groups. 

Teams actively reflect on and 
improve their risk 
measurement practices (e.g., 
identifying new ways to 
surface and measure risks). 

Teams work not only with RAI 
and domain-specific experts, 
but also with members of 
identified demographic 
groups to understand the risks 
of and impacts associated with 
model behavior (e.g., 
performance disparities). 
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Mitigating RAI risks 
Mitigating RAI risks is the practice of choosing the right strategy to address RAI risks once they have 
been identified and measured, both pre- and post-deployment. While some mitigations strategies are 
technical in nature (e.g., changing model parameters, collecting more data), others can take alternate 
forms such as UX/UI design interventions or RAI documentation. The practice of mitigating RAI risks 
involves different work such as understanding trade-offs between mitigation strategies, matching 
strategies to risks at different stages in the product lifecycle and creating a prioritization strategy to 
address different harms. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams might apply some 
mitigation techniques without 
measurement of RAI risks, 
potentially causing more 
harm. 

Teams use mitigation 
strategies guided by 
incomplete identification and 
measurement of risks.  

For example, they might aim 
for increased data 
representativeness to mitigate 
fairness harms, but without 
careful consideration of 
specific affected groups and 
the specific harms they 
experience. 

Teams’ choice of mitigation 
strategy is guided by a more 
complete identification and 
measurement of risks. 

However, Teams are not yet 
able to optimally match 
mitigation strategies to 
identified risks or to apply the 
mitigation at the optimal 
stage in the ML development 
and deployment lifecycle. 

Therefore, the chosen 
mitigation strategy might not 
be the most effective, but it 
does not lead to further 
harms. 

Teams’ choice of mitigations 
strategy is guided by a 
thorough understanding 
(identification and 
measurement) of risks and of 
trade-offs among various 
mitigation strategies. 

Teams are able to optimally 
match mitigation strategies to 
identified risks. 

Focus for mitigation is limited 
to only 1-2 stages in the ML 
development and deployment 
lifecycle. 

And/or: 

Teams do not have a 
monitoring system in place 
that enables them to identify 
risks on an ongoing basis. 

Teams’ choice of mitigations 
strategy is guided by a 
thorough understanding 
(identification and 
measurement) of risks and of 
trade-offs among various 
mitigation strategies. 

Teams are able to optimally 
match mitigation strategies to 
risks and consider mitigations 
at every stage in the ML 
development and deployment 
lifecycle. 

Understanding that it is not 
possible to identify and 
mitigate all risks for all groups, 
teams have a monitoring 
system in place and a 
prioritization strategy that 
they document and adjust 
periodically. 
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Monitoring RAI risks 
Monitoring RAI risks is the practice of keeping track of AI systems and features post deployment to 
check for RAI risks such as those of fairness, reliability and safety, security, and human-AI interaction 
and collaboration. While monitoring AI systems for performance guarantees such as latency is a 
common practice, monitoring AI systems for RAI risks requires AI practitioners to take on different 
things such as outlining their safety posture, checking for overreliance on AI, employing extensible 
telemetry frameworks, and doing continuous adversarial testing. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams do not actively perform 
system monitoring. They rely, 
for instance, on external 
signals such as user reports, 
but those reports might not 
be systematically reviewed. 

Teams take an ad-hoc 
approach to system 
monitoring (e.g., if a customer 
points out an issue, they will 
sometimes do a manual 
investigation). 

Teams conduct some offline 
testing for RAI risks (e.g., 
manual probing and model 
testing). 

Teams do system monitoring 
mainly to check for 
performance guarantees (e.g., 
latency, service availability) 
and ensure that performance 
SLAs are met (e.g., latency < 
300ms).  

Teams take a proactive 
approach to system 
monitoring (e.g., considering 
aspects of telemetry design 
early in the development 
pipeline). They also often 
check social media and 
systematically review user 
reports as part of system 
monitoring. 

Teams start having discussions 
about specific RAI risks (e.g., 
what reliability and safety 
mean in their context, what is 
their security posture). 

Teams do system monitoring 
mainly to ensure performance 
guarantees, and to a lesser 
extent to check for some 
downstream harms (e.g., 
evidence of overreliance, 
model degradation, out of 
context model usage, and 
fairness-related harms). 

Teams take a systematic 
approach to system 
monitoring (e.g., use of 
telemetry frameworks, clear 
ways to incorporate learnings 
from user feedback and 
telemetry into system design, 
and established processes for 
failure awareness). 

Teams do systematic analysis 
of RAI risks (e.g., fairness-
related harms, data poisoning, 
overreliance), have clearly 
defined measurement goals 
(e.g., as part of safety specs), 
and have ways to show that 
RAI goals were achieved.  

Teams do system monitoring 
to not only ensure that the 
system does not cause 
downstream harm, but also 
keep an eye out for 
unforeseen failures and issues 
(e.g., backward compatibility, 

Teams take a systematic and 
scalable approach to system 
monitoring. They have pre-
defined plans for failures (e.g., 
shut down or replace ML 
components), employ 
extensible telemetry 
frameworks (new measures 
can be added easily and 
quickly), and try to find new 
ways of dealing with AI-
specific monitoring (e.g., how 
to identify and measure issues 
when dealing with eyes-off 
telemetry). 

Teams analyze the RAI threat 
surface and define the safety 
spec in a cross-disciplinary 
manner (instead of just data 
scientists or engineers doing 
the analysis, the team works 
together to establish what 
safety means for different 
parties (e.g., business vs. 
customer vs. user). 
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unintended uses, black-box 
attack vectors). 

Teams do continuous internal 
testing as part of system 
monitoring (e.g., adversarial 
testing, red teaming, bug 
bashing) to proactively identify 
and mitigate RAI risks. 
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AI privacy and security 
AI poses unique challenges for privacy and security. Mature RAI practice takes into consideration and 
addresses them, instead of relying on traditional approaches. 

 

AI privacy 
AI privacy is the practice of identifying, measuring, and mitigating privacy risks specific to AI products, 
features, and systems. This dimension complements existing privacy frameworks (e.g., Microsoft’s 
Privacy Standard) by adding AI-specific considerations such as member identification through model 
leakage, training data memorization, and federated learning. 

While there are different maturity models for privacy, there aren’t specific maturity models for it from an 
RAI perspective. The dimensions should thus be seen as complementary to, and not a replacement for, 
already-existing privacy maturity models. [For references to related maturity models see the appendix.] 
It is possible for an organization to be highly mature in traditional privacy, but less mature in AI privacy. 
However, high levels of AI privacy maturity require high levels of traditional privacy maturity. 

The AI privacy dimension should be assessed at both the organizational level and team level. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams and privacy personnel 
(e.g., privacy managers) have a 
good understanding of 
general privacy risks; However, 
they are not aware of privacy 
risks specific to AI systems. 

The organization’s privacy 
processes (e.g., privacy 
reviews, threat modeling, 
incident response) address 
general legal privacy legal 

Teams and privacy personnel 
are aware of AI-specific 
privacy risks such as member 
identification through model 
leakage, memorization of 
training data, reverse prompt 
engineering issues. However, 
they do not have the 
knowledge, guidance, 
processes, or resources to 

Teams and privacy personnel 
are aware of AI-specific 
privacy risks and employ some 
AI-specific mitigations (e.g., 
differential privacy, federated 
learning, or use of synthetic 
data). However, in the absence 
of clear guidance, the choice 
of mitigation might not be 
optimal. For example, teams 
might use differential privacy 

Teams and privacy personnel 
have knowledge of a wide 
range of means to identify, 
measure and mitigate AI-
specific privacy risks. To 
address AI privacy risks, they 
engage in critical discussions 
about ensuring a match 
between privacy goals, risks, 
and mitigations. 

The organization builds on 
knowledge gained from 
previous AI projects to create 
guidance and reusable 
practices to identify, measure, 
and mitigate AI privacy risks. 

AI privacy is integrated into 
the organization’s privacy 
processes. 

https://microsoft.sharepoint.com/sites/privacy/SitePages/mps.aspx
https://microsoft.sharepoint.com/sites/privacy/SitePages/mps.aspx
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AI security 
AI security is the practice of identifying, measuring, and mitigating security risks specific to AI products, 
features, and systems. This dimension complements existing security frameworks by adding AI-specific 
considerations such as model evasion, adversarial attacks, and other aspects captured in AI-specific 
security frameworks (e.g., MITRE ATLAS). 

While there are different maturity models for security, they are not from a RAI perspective. This 
dimension should thus be seen as complementary to, and not a replacement for, already-existing 
security maturity models (see the Appendix for such models). It is possible for an organization to be 
highly mature in traditional security, but less mature in AI security. However, high levels of AI security 
maturity require high levels of traditional security maturity. 

Level 1 Level 2 Level 3 Level 4 Level 5 

     

Latent Emerging Developing Realizing Leading 

Teams have a good 
understanding of general 
security risks; However, they 

Teams are concerned about 
AI-specific security issues but 
apply traditional 

AI security risks (e.g., data 
poisoning) are not assumed to 
already be entirely covered by 

Teams might have some 
processes in place for 
addressing AI-specific security 

Comprehensive adversarial 
testing and threat modeling of 
AI systems is integrated into 

requirements but do not 
account for AI-specific privacy 
risks. 

identify, measure and mitigate 
AI-specific privacy risks. 

because they are aware it is 
beneficial, but they lack 
evidence that it is effectively 
addressing the AI system’s 
specific privacy risks. 

Pockets of AI privacy expertise 
begin to emerge in the 
organization, including among 
privacy personnel, but AI 
privacy is handled on a case-
by-case basis. Addressing 
difficult AI privacy scenarios 
depends on being able to 
identify and leverage the few 
experts in the organization. 

The organization is beginning 
to develop policies, guidance, 
and requirements specific to 
AI privacy.  

Even though formal processes 
and guidance might not exist, 
AI practitioners and privacy 
personnel document their AI 
privacy decisions, enabling 
auditability. 

Privacy experts in the 
organization work to advance 
the state of the art of AI 
privacy, through research, 
guidance, and tooling.  

The organization’s privacy 
personnel is proactive in 
anticipating regulatory 
changes and consults external 
institutions and governing 
bodies on the development of 
AI privacy regulations. 

https://atlas.mitre.org/
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are not aware of security risks 
specific to AI systems. 

 

methodologies to AI systems 
such as those described in the 
Security Development 
Lifecycle (SDL) 

existing security processes 
such as those in the SDL. For 
example, teams are aware of 
some possible adversarial risks 
to AI systems (e.g., model 
evasion), and that these 
adversarial threats require 
specific mitigations. 

Teams may take ad-hoc steps 
to address AI security risks 
(e.g., red teaming to evaluate 
the effectiveness of AI-specific 
security mitigations).  

issues. For example: The SDL 
might include looking at 
adversarial risks as part of 
system development; Incident 
response process for the 
organization has been 
updated to include adversarial 
attacks. 

Teams start measuring and 
monitoring their security 
posture (e.g., how many 
services run AI models, what is 
the provenance of these 
models, how many of them 
have gone through threat 
modeling that includes AI 
adversarial threats). 

Teams know about and refer 
to AI-specific security 
frameworks such as MITRE 
ATLAS for threat modeling at 
different stages (e.g., model 
access vs. execution, data 
curation vs. training). 

the AI development pipeline – 
done on a regular basis (e.g., 
when a substantial change is 
made to the model), at scale, 
and using automated tools 
(e.g., Counterfit). 

Teams understand the 
evolving nature of AI security 
threats, and can detect, reflect, 
and respond to new issues in 
a reasonably short time. 

The organization’s security 
guidance, processes, 
frameworks, tooling are 
adopted by others in the 
industry and inform industry 
standards and policies. 

 

 

  

https://www.microsoft.com/en-us/security/blog/2021/05/03/ai-security-risk-assessment-using-counterfit/
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