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Figure 1: Detecting user intent in search situations is very important, but the potential solutions have different sets of problems.
We propose a new method involving a unique collaboration between LLMs and humans to leverage best of both worlds.

ABSTRACT
Log data can reveal valuable information about how users interact
with Web search services, what they want, and how satisfied they
are. However, analyzing user intents in log data is not easy, espe-
cially for emerging forms of Web search such as AI-driven chat.
To understand user intents from log data, we need a way to label
them with meaningful categories that capture their diversity and
dynamics. Existing methods rely on manual or machine-learned
labeling, which are either expensive or inflexible for large and dy-
namic datasets. We propose a novel solution using large language
models (LLMs), which can generate rich and relevant concepts,
descriptions, and examples for user intents. However, using LLMs
to generate a user intent taxonomy and apply it for log analysis can
be problematic for two main reasons: (1) such a taxonomy is not
externally validated; and (2) there may be an undesirable feedback
loop. To address this, we propose a new methodology with human
experts and assessors to verify the quality of the LLM-generated
taxonomy. We also present an end-to-end pipeline that uses an LLM
with human-in-the-loop to produce, refine, and apply labels for user
intent analysis in log data. We demonstrate its effectiveness by un-
covering new insights into user intents from search and chat logs
from the Microsoft Bing commercial search engine. The proposed
work’s novelty stems from the method for generating purpose-
driven user intent taxonomies with strong validation. This method
not only helps remove methodological and practical bottlenecks
from intent-focused research, but also provides a new framework

for generating, validating, and applying other kinds of taxonomies
in a scalable and adaptable way with minimal human effort.

This article is distributed under Creative Commons Attribution-
NonCommercial- NoDerivatives License 4.0 (CC BY-NC-ND).
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1 INTRODUCTION
Understanding the purpose or the task behind a user’s request in
an information access context is highly desired for a search or a
recommender system to be able to provide the most relevant and
meaningful results [57]. However, extracting user intents from log
data is extremely difficult due to two main reasons: (1) fluidity in
what user intents are or can be; and (2) how these intents can be
identified using log data that may not include sufficient context.
Additionally, in the case of emerging modalities such as AI-driven
chat, users’ understanding, usage, and behaviors are rapidly evolv-
ing that call for on-demand, task-focused labels and taxonomies.
We need new methods to identify, extract, and apply user intents
in IR systems, especially those with emerging modalities.

Traditional qualitative methods such as coding and thematic
analysis are time-consuming and require human expertise [8]. Con-
versely, existing quantitative methods may not capture the nuances
and diversity of user intents and experiences [36]. Large language
models (LLMs) have become quite capable of generating coherent
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texts from various inputs [10]. But can they be useful in reliable
and verifiable ways to conduct such intent-focused research?

There are several attempts in the recent years to use LLMs in
various applications ranging from ranking and recommendations to
content generation and evaluation (e.g., [6, 20, 38]). However, many
of these works often lack rigor and reliability since LLMs are used
as black boxes without a meaningful understanding of their inner
workings or there are feedback loops with weak or non-existent
validation for the method. Simply focusing on the promising results
without sufficient support of scientific rigor in the methodology
can lead to misleading and even dangerous outcomes. We believe
that while LLMs have shown great promise for aiding us in various
informational tasks, they must be used with responsibility and suf-
ficient validation. This leads us to the following research questions
(RQs): (1) Can we use LLMs to reliably generate taxonomies for
analyzing user intents in log data? (2) Can an LLM correctly apply a
user intent taxonomy to annotate logs? (3) If and when can an LLM
perform better than human annotators? Or are there uses of LLMs
that go beyond just reducing efforts and increasing efficiency?

To address these RQs, we investigated if/how LLMs can help
in creating an end-to-end solution for developing user intent tax-
onomies from AI chat logs. We use GPT-41, for most of our experi-
ments since it is a leading LLM and we wanted to test the potential
of the most advanced models. In the process, we devised a new
methodology for employing any LLM as a collaborator in an itera-
tive qualitative analysis process that leverages its ability to generate
summaries, questions, and categories from chat transcripts.

We already know that LLMs can generate taxonomies, and gen-
erate effective annotations [24]. Using human-in-the-loop with
computational models is also not new. What brings novelty in this
paper is the methodology that harnesses the potential of an LLM
to infer a structure from data and the curation by human assessors
in an integrative way. This significantly reduces human effort and
provides validity of machine-generated outputs. We demonstrate
the value of this by quickly and reliably running the end-to-end
pipeline with heterogeneous data from search and chat logs and
generating insights. Therein lies the significance of this work – it
can remove bottlenecks for research that aims to identify and apply
user intents. Beyond that, this methodology can also be useful for
generating and applying other kinds of taxonomies in IR and be-
yond. The technical soundness of our work comes from rigorous
validation of the proposed method and a set of experiments involv-
ing multiple datasets, human assessors, and three different LLMs.
Supporting material is available online2 improving replicability and
enabling a wider application of our methods.

2 RELATEDWORK
We are focusing on generating user intent taxonomies from logs,
but we are not the first ones to study user intents, build taxonomies,
or use such taxonomies to generate insights from logs. Therefore,
before we dive into our novel contributions, viz., using LLMs for
generating and using user intents taxonomies with scientific rigor,
it is important to briefly review some of the related work.

1https://openai.com/gpt-4/
2https://anonymous.4open.science/r/LLM-for-taxonomy/

2.1 Taxonomy Generation, Validation, and Use
Taxonomies are hierarchical classifications of concepts, terms, or
entities. They can facilitate information seeking, retrieval, or be-
havior by providing structure, organization, and navigation for
users and systems [12, 13, 54]. However, generating and validating
taxonomies is a challenging task that requires balancing multiple
criteria such as coverage, coherence, consistency, granularity, us-
ability, and adaptability, e.g., [29, 35, 41, 46]. Moreover, different
domains and contexts may have different requirements and prefer-
ences for taxonomy design and evaluation [32]. Taxonomies can be
generated manually through an iterative process and the research
community has developed tools to generate taxonomies automati-
cally from document collections using methods such as clustering
[55]. We are the first to leverage the power of LLMs to automatically
generate taxonomies in a search context, focused specifically on
conversational search; we also validate that LLM-based methodol-
ogy with human assessors. More importantly, we provide a method
for other researchers to do the same for their specific needs.

2.2 Use of LLMs in Research
The emergence of LLMs has unlocked many opportunities for rapid
research advances. LLMs have been used to enable scientific dis-
covery [26], with remarkable progress in areas such as medicine
[45] and finance [4]. Early language models, such as BERT, and
various natural language processing methods have been used to
auto-code qualitative data [1, 23], although not at a near-human
level. LLM-driven AI is capable of qualitative analysis and can gen-
erate nuanced results comparable to human researchers [11]. Pham
et al. [40] used LLMs to generate topic models from large corpora.

This progress has stirred discussions about the role of LLMs in
quantitative and qualitative research. Some view these as tools to
enrich human understanding, while others perceive them as threats
to core scientific values [5]. Watkins [51] proposes considerations
that can be applied by researchers to guide the use of LLMs in their
workflows. Bano et al. [5] predict that we will see LLMs redefin-
ing the interplay between humans and AI in qualitative research.
LLMs can derive insights from unstructured data and collect and
analyze massive amounts of data from diverse sources. However,
in their current form they lack the intuitions, nuances, and sensitiv-
ity to culture and context that humans have. A shift toward more
human-AI teaming for qualitative analysis is more likely in the
short term given current LLM capabilities than a total LLM-centric
transformation in how qualitative research is performed [19].

In information retrieval (IR), LLMs have been shown to be ef-
fective in supporting humans in judging document relevance, an
activity that is central to search engine design and evaluation [20].
They have also been recently used for synthetic dataset generation
to support IR research [28] and richer user modeling to support
IR experimentation [33]. Other applications of LLMs in IR have
also been discussed at length by others in the IR community [3].
In this paper, we will show that working directly with humans,
LLMs have the potential to support two other critical activities in
search engine research and development: intent understanding and
generating intent taxonomies.

https://openai.com/gpt-4/
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2.3 Log Analysis and Insights
Search log analysis has been used extensively to gain insights about
search interactions, including queries, search engine result page
(SERP) clicks, and post-SERP interactions [18, 47, 52]. Analyzing log
data has historically been a highly interactive process: researchers
first write scripts to extract data, then analyze that data manually
using data science tools and methods, and (optionally) human an-
notators label data to better understand patterns and trends and
generate training data for machine learned (ML) models, e.g., [2].

More recently, there has been an increasing focus on user en-
gagement with conversational search systems [22]. Researchers and
practitioners have sought to understand user intents and behaviors
in the context of chat-based systems [42, 50]. Chat is becoming an
increasingly popular modality for information seeking, especially
in domains where users have complex or exploratory queries, need
guidance or clarification, or prefer a conversational style of interac-
tion. Datasets of chat logs have also been created and released to
the community to promote research in this emerging area [43].

ML models can help support researchers in performing data
analysis [25]. Recently, from applications in other domains, we
have seen that LLMs may have the potential to play a supportive
role in the analysis of text data, providing insights and annotations
that expedite experiments and reduce human effort [48]. In this
paper, for the first time, we introduce methods for using LLMs
collaborating with researchers to derive insights and taxonomies
from retrospective log data.

2.4 Understanding User Intents in Search
Intent has been a well explored area in IR and various approaches
have been proposed for intent understanding and intent represen-
tation [31, 56]. Taxonomies of search intent can help systems better
understand user intent. Several search intent taxonomies have been
proposed, e.g., [9, 27, 30, 44]. These have been generated iteratively
via manual inspection of log data. Intent taxonomies developed
from search logs include: navigation, information, transactions,
browsing, and resource finding. We expect chat interactions to ex-
hibit new intents (e.g., creation) compared to traditional search.
Automatic generation of query taxonomies has also been attempted
[15, 16] using query clustering to derive a taxonomy from exist-
ing query data and categorization to assign new queries to the
taxonomy. Taxonomies have also been used to represent intent in
question-answering [7, 14]. Xie [53] derived an empirically based
classification of search intents that motivate different search be-
haviors. Mitsui et al. [37] developed a set of information-seeking
intentions based on that classification and studied differences in
intentions as a function of the search task. Building on this previ-
ous work, we leverage LLMs to generate intent taxonomies with
humans-in-the-loop and evaluate the performance of LLMs in as-
signing search activities to intent categories.

3 METHODOLOGY FOR GENERATING AND
VALIDATING A USER INTENT TAXONOMY

In this section, we describe a new methodology that we developed
and tested for employing LLMs to generate a user intent taxonomy
that can be used to generate insights and construct hypotheses
from log data, focused for this analysis on AI chat logs.

Let us begin with a problem scenario. We have access to log
data from user interactions with an AI-driven chat system (Bing
Chat). This data primarily includes user requests and AI responses
in natural language. We can analyze this data in a number of ways,
answering questions about what the users are doing (topics, do-
mains). But if we want to understand their intents, we need a set of
labels or a taxonomy of intents. In practice, one looks for relevant
literature for an existing taxonomy, but if an appropriate taxonomy
does not exist, one needs to create it. This can be done by taking
an existing taxonomy and modifying it to fit the data or the task
(top-down approach), or by building it fresh using the available
data (bottom-up approach). Following this, one needs to validate
the taxonomy to ensure it meets several criteria for a good taxon-
omy. Finally, the newly generated taxonomy could be applied to a
specific task to generate the desired insights from the data.

Given that we were interested in analyzing AI chat logs, a seem-
ingly newer type of modality, we found it to be desirable to adopt
a bottom-up approach. In this approach, one typically analyzes
available data to generate codes or labels, leading to a classification
scheme or a taxonomy. As detailed in [9, 27, 30, 44], this process
could involve one or more researchers and a considerable effort.
We wanted to use an LLM to build such a taxonomy using relevant
data and instructions. However, given that we do not have enough
knowledge about how an LLM is constructed and how it creates or
links various concepts from given data, we needed a way to vali-
date LLM’s generation and fine-tune it as needed. For that, we used
two researchers with many years of experience in doing qualitative
analysis and building taxonomies. These researchers guided the tax-
onomy generation process with the LLM and two human assessors.
Once the taxonomy was built using training data and validated,
it was applied to annotating test data. In short, our methodology
uses LLMs as the backbone of taxonomy generation and application
with humans in the loop for curation and validation.

The outline of our methodology is shown in Figure 2. Here, we
used GPT-4 as the LLM for generating the taxonomy (Phase 1),
engaged human assessors to validate that taxonomy (Phase 2), and
then employed both GPT-4 and human assessors to apply it (Phase
3). Through the phases of validation and application, we evaluated
not only the generated taxonomy (RQ1), but also GPT-4’s ability
and potential to perform such research-based tasks reasonably and
reliably (RQ2). Following are the details.

3.1 Data
We took a random sample of 1,149 conversations from May-June
2023, available through Bing Chat. Each conversation contained
one or more turns of user request and AI response. We ensured
that these conversations were in English, however, some of the
user requests were interspersed with non-English words. We do
not believe this impacted any text processing by GPT-4 for our
purposes. We used 1,000 conversations for training (building a user
intent taxonomy) and set aside the rest for validation and testing.

3.2 Evaluating the Taxonomy
We first start by describing how a taxonomy should be evaluated.
This will inform how we generate the taxonomy using GPT-4 (how
we provide prompts), how we validate and revise it, as well as how
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Figure 2: Three phases of user intent taxonomy generation, validation, and application.

we measure the effectiveness of the taxonomy for developing in-
sights from logs. Using the relevant literature (some of which is
summarized in the previous section) concerning taxonomy genera-
tion and validation, we consolidated the following criteria, taken
from Raad and Cruz [41], with appropriate modifications.

• Comprehensiveness: All the data should be reliably classified
using this taxonomy.

• Consistency: The taxonomy does not include or allow for any
contradictions.

• Clarity: The taxonomy should communicate the intended mean-
ing of the defined terms. Definitions should be objective and
independent of the context.

• Accuracy: The definitions, descriptions of classes, properties,
and individuals in a taxonomy should be correct.

• Conciseness: The taxonomy should not include any irrelevant
elements with regards to the user intents in AI chat.

Table 1 reports how we planned to evaluate or ensure that the
generated taxonomy meets these criteria.

3.3 Phase 1: Taxonomy Generation
Considering how the taxonomy should be evaluated (see Table 1),
we constructed a detailed prompt for GPT-4 for generating the
first version of taxonomy. We made a few design choices here,
including the depth of the taxonomy (single level) and the number of
categories (4-6). We asked the LLM to generate labels, descriptions,
and examples for these categories. The full prompt can be seen in
the supporting material.

There were variations in how different versions described the
same category. For instance, ‘Learning’ had slightly different mean-
ing and definition in each version of the taxonomy, but generally
included concepts and examples of understanding and explanation.
Two researchers (two of the co-authors) discussed these three ver-
sions and decided to create a consolidated version of the taxonomy,
which is shown in Table 2.

3.4 Phase 2: Taxonomy Validation
Next, we provided the taxonomy in Table 2 to two human coders
along with 10 segments of conversation. They coded them inde-
pendently, after which we compared their labels. They only agreed
three out of 10 times. We repeated the whole process with a new

sample of 10 segments. It improved, but still had a high level of dis-
agreement (60%). We, therefore, had another round of discussions
and deliberations.

More than trying to reach a higher level of agreement, the goal
here was to revise the current version of the taxonomy and develop
a better understanding of how a reliable taxonomy could be gener-
ated that meets the criteria reported earlier and leads to a common
and robust comprehension among the annotators. We learned that
the annotators were often extrapolating why a user might have
tried to do something. That led to most divergence among them.
For instance, even when all we could interpret from the data that
the user asked for factual information (e.g., “Does the state of Wash-
ington have income tax?”), one of the annotators often extended
that to ‘Learning’ intent. It is possible that the user was collecting
such information as a part a learning task, but without additional
context, it may be impossible to determine that. In such cases, it
is advisable to not overextend our understanding and mark the
intent based on evidence. Thus, we found it was useful to include
in the taxonomy not only positive examples, but also negative ex-
amples per category to improve overall clarity. The taxonomy was
further modified using negative examples for each category, and
the prompt for generating a taxonomy was edited to explicitly ask
for negative examples (negative examples are not listed here due
to space constraints).

Oncewe hadGPT-4 provide such examples and clarify definitions
of ‘Information Retrieval’ and ‘Learning’ categories, we achieved a
good match with only 20% disagreements between the two annota-
tors. In addition, the human assessors did not find a need for any
intention not covered here. Thus, the validation state of taxonomy
generation was completed and we had the final version of user
intent taxonomy (see the supporting material referenced earlier).

3.5 Phase 3: Taxonomy Application and Testing
We then took a different set of 124 conversations and asked GPT-4
to code them using the modified taxonomy generated from the
above process. We also gave the same instructions to two human
assessors for annotation. These instructions to humans and the
prompt to GPT-4 can be found in the supporting material.

For the human coders, not a single datapoint was labeled ‘Other’.
GPT-4, on the other hand, marked one out of 124 conversations as
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Table 1: Evaluating GPT-4 generated taxonomy using human assessors.

Criteria How to evaluate/ensure?

Comprehensiveness
➔ At the time of generation (Phase 1) by making sure the taxonomy considers as broad a scope as possible in the
prompt to GPT-4. ➔ At the time of validation (Phase 2) by looking at what proportion of instances by human
assessors end up in the ‘Other’ category.

Consistency
➔ At the time of generation (Phase 1) by making sure GPT-4 generates a taxonomy where different categories
do not overlap in their meanings. ➔ At the time of validation (Phase 2) by assessing how often the human
assessors have difficulty distinguishing between two labels.

Clarity
➔ At the time of generation (Phase 1) by ensuring GPT-4 provides detailed description or definition along
with examples with each category. ➔ At the time of validation (Phase 2) by eliciting from the human assessors
how clear the definitions and examples are for them.

Accuracy ➔ At the time of validation (Phase 2) by comparing annotations by at least two human assessors and
computing inter-coder reliability (ICR).

Conciseness
➔ At the time of application (Phase 3) by analyzing how well the generated and validated taxonomy serve the
purpose of understanding user intents in chat logs after GPT-4 and/or human annotators use the taxonomy
for annotation of test data.

Table 2: A consolidated version of the user intent taxonomy generated by GPT-4. The examples are collected from the three versions that
GPT-4 generated. Slight modifications are made in the user intent title and description using those versions. Short phrases in parentheses next
to the intent name are added by researchers for clarity.
User intent Description Examples

Information retrieval (looking for
factual information that already exists)

The user wants to search, query, or find some information,
data, or resources about a topic.

Find out the airing dates and channels of women’s world cup;
Search for information about a phone number; Search for corruption and
unemployment statistics for a country.

Problem solving (extracting facts or
answers by computing something)

The user wants to perform a mathematical or logical operation,
such as a conversion, a percentage, a formula, or a function.

Compare the size of a human to a hydrogen atom and the observable universe;
Compare interest rates for savings accounts; Calculate the distance between a
point and a line; Convert a message from Chinese to English.

Learning (satisfying curiosity, helping
learn a concept or a phenomenon)

The user wants to learn, study, or acquire new skills, concepts, or
understanding about a subject. This often involves operations of
calculations, comparison, and conversion.

Learn about different structural systems; Compare GPT-3 and GPT-4 versions;
Explain the difference between Newtonian and non-Newtonian flow.

Content creation The user wants to write or edit a text for a specific purpose or audience. Write an introduction about geothermal energy; Modify a poem into different
formats; Improve a report and find adverbs and connectors.

Leisure The user wants to chat or interact with the AI or another agent
about various topics or play a game with the AI or another agent.

Ask about the AI’s sexual orientation and name; Listen to a romantic story;
Play tennis and flirt with the user.

‘Other’. This further demonstrates comprehensiveness of the taxon-
omy.We computed inter-coder reliability (ICR) between two human
coders and found Cohen’s kappa to be 0.7620, which indicates a
substantial level of agreement [17].

Next, we asked a third coder to code these 124 conversations.
This allowed us to triage among the three coders. When the three
annotators disagreed, we took the majority vote. If all three picked a
different label, we labeled that case as ‘Other’. Finally, we computed
ICR between GPT-4 labels and those generated by the majority of
human coders. We computed Cohen’s kappa to be 0.7212. This also
indicates a substantial level of agreement.

Overall, what we learned is that when a taxonomy is generated
by GPT-4 and verified by humans, it leads to a very high amount
of agreement for annotation. That speaks to the validity of the
generated taxonomy. Also, given that GPT-4’s own coding achieves
a high level of ICR with human coders shows that GPT-4 can be
used with high reliability for the annotation task.

3.6 Insights About and From Annotations
Now that we have demonstrated the end-to-end methodology for
generating, validating, and using a taxonomy for understanding
user intents in chat logs, let us consider what insights we could
derive from the 124 conversation segments analyzed by annotators
and GPT-4.

Table 3: Confusion matrix for user intent annotations between two
human annotators. IR=Information Retrieval, PS=Problem Solving,
LR=Learning, CR=Content Creation, LS=Leisure.

Annotator-2
IR PS LR CR LS

IR 42 2 10 0 0

Annotator-1 PS 0 8 0 4 0
LR 3 0 36 0 0
CR 0 0 0 8 0
LS 1 0 0 0 9

Table 3 presents the confusion matrix between the two human
annotators. We can see that Information Retrieval (IR) is the largest
category, followed by Learning (LR). The greatest number of times
the two annotators disagree is for IR and LR categories. This is
understandable since LR always contains IR in a search setting,
but it may not always be easy to evaluate if an IR process extends
enough to qualify as LR. As noted earlier, this was the biggest factor
leading to disagreements among the annotators.

Table 4 presents the confusion matrix between human annota-
tions (after triaging of three annotators’ annotations) and those of
GPT-4. Once again, we find that IR and LR are the largest categories
and also where we see the most disagreements. Specifically, several
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Table 4: Confusion matrix for user intent annotations between hu-
man and GPT-4 assessments. IR=Information Retrieval, PS=Problem
Solving, LR=Learning, CR=Content Creation, LS=Leisure, OT=Other.

GPT-4
IR PS LR CR LS OT

IR 46 1 5 0 0 1
PS 0 8 2 0 0 0

Human LR 12 3 26 1 0 0
CR 0 0 0 10 0 0
LS 0 0 3 0 5 0
OT 1 0 0 0 0 0

(12 out of 124) conversation segments that are marked as LR by
humans are labeled as IR by GPT-4. To understand who may be
better or more appropriate in picking the labels here, we examined
these conversations closely. They all include IR components, but
the question is: do they go far enough to indicate an LR task?

Unfortunately, we do not have the ground truth here since we do
not have access to the original user who conducted the conversation.
We interviewed the assessors and found that they extended their
understanding of what the users were doing in those segments of
conversations to what they might want to do with that information
beyond the logged interactions. This often led to a conversation seg-
ment being marked as an LR instead of an IR. GPT-4 here is strictly
labeling the data without making further assumptions, which is
desirable. But how consistent this LLM is while making such sub-
jective decisions? To test this, we ran the same test data through
GPT-4 four more times and measured ICR among the five sets of
annotations by the LLM. We found Fleiss’ kappa [21] to be 0.8516,
indicating a very high level of agreement and consistency. There-
fore, we believe that the labels generated by GPT-4 are better than
those generated by humans in this case as they are more objec-
tively and consistently assigned without undesirable extrapolation
or assumptions that may not be well-founded, addressing RQ3.

4 ADDITIONAL VALIDATIONS USING
OPEN-SOURCE LLMS

While we selected GPT-4 as the LLM of choice for developing our
method due to its state-of-the-art performance, we wanted to make
sure that the results are not typical of GPT-4 and can be replicable
by other LLMs, especially ones available as open-source. Therefore,
we usedMistral 3 and Hermes 4, both available fromHuggingface as
open-source and free LLMs, to do similar experiments for taxonomy
generation and application.

4.1 Single Level Taxonomy Generation
Similar to the process we instituted for GPT-4 during Phase 1 (Fig-
ure 2), we fed a prompt and the set of training conversations to
Mistral and Hermes. Since this prompt was already validated and
optimized for taxonomy generation, we skipped Phase 2. But we
still needed a way to get some assurance that these two LLMs could
also reliably generate user intent taxonomies. For this, we used

3https://huggingface.co/docs/transformers/main/model_doc/mistral
4https://huggingface.co/NousResearch/Nous-Hermes-Llama2-13b

bootstrapping, where about 80% of the data was randomly sampled
from the available data and provided to a given LLM with a prompt
to generate a taxonomy. The prompt remained the same – the one
that resulted from Phase 2 as described before. We ran this pro-
cess 10 times with each of the three LLMs, each time resulting in
a slightly different taxonomy. We performed a few minor manual
adjustments to each version as needed. For instance, we substituted
‘Finding’ with ‘Information Retrieval’ and ‘Enjoy’ with ‘Leisure’ for
category labels. Table 5 shows the union of all generated categories
through 30 total runs, with each run generating five categories of
user intents.

Table 5: Bootstrapping experiments showing frequency of different
intent categories over 30 total runs, 10 runs for each of the three
LLMs. Top 5 categories in each are bolded.

Category GPT-4 Mistral Hermes
Information retrieval/
seeking/finding 10 9 10

Problem solving 9 8 8
Learning 8 10 9
Content creation 9 8 8
Leisure/Entertainment 8 10 7
Ask for advice/opinion 3 2 4
Chat 3 1 2
Verify 0 2 2

As Table 5 shows, while a few instances of taxonomies had
intents that were different than what is reported in Table 2, most
coalesced around the same set of five categories. More importantly,
those categories were relatively common across each of the three
LLMs. This demonstrated that (1) the prompt we validated and
optimized for intent generation is robust and generalizable; and (2)
the categories of user intents emerging from the available data are
quite stable.

4.2 Multilevel Taxonomy Generation
While a taxonomy could have any number of levels, we have thus far
focused on generating and applying single level or flat taxonomy
only. This is not a limitation of the proposed methodology, but
a manifestation of why we are generating such taxonomies and
what we intend to do from their applications. The next section
presents a specific application where our interest in understanding
user intents is to explore how high level tasks are directed and
done by two different modalities of information access (search and
chat). A small, flat taxonomy is sufficient for this. However, other
applications may need more levels or granularity.

To understand how well LLMs can do for generating multilevel
taxonomies, we ran Phases 1 and 2 in Figure 2 with a slightly
modified prompt. We added instructions to generate a taxonomy
with two levels, with each node not having more than five children.
This means we could have up to 30 intent categories for a taxonomy
with two levels. This is not unprecedented. There are several works
in the literature (e.g., [34, 36, 37]) that have defined and used 20 or
more use intents through a multilevel structure.

https://huggingface.co/docs/transformers/main/model_doc/mistral
https://huggingface.co/NousResearch/Nous-Hermes-Llama2-13b


Using Large Language Models to Generate,
Validate, and Apply User Intent Taxonomies MSR-TR-2023-32, September, 2023

We ran this modified prompt through all three LLMs – GPT-4,
Mistral, and Hermes – multiple times with boostrapping. We found
that level-1 of the taxonomies maintained the consistency close
enough to what is shown in Table 5. Examining the subcategories
generated for level-2, we found there to be more variance among the
three LLMs. A similar behavior can be expected if different human
coders were asked to generate up to 30 categories/subcategories.
These initial disagreements among human coders or LLMs could be
resolved with more data and more iterations. A full description of
this process is beyond the scope for this paper, but a few important
findings are reported below.
(1) Consistencies in subcategories can be improved substantially

by holding the level-1 categories constant.
(2) Often subcategories are generated by the model to address

very specific instances found in the data. For instance, one
subcategory that often emerged was ‘Look for review’ under
‘Information Retrieval’. We examined the data and discovered
several requests in which the user was asking for restaurant or
movie reviews. This level of granularity may be essential for
some applications, whereas it may add noise for others. If it
is the latter, one could prune the taxonomy and remove such
subcategories.

(3) To generate meaningful subcategories, we found it to be useful
to instruct the LLM that a given subcategory must have at
least some minimum number of potential examples from the
data, otherwise it should be removed or merged with another
subcategory. This is similar to the notion of support in data
mining [39].

(4) In general, it seems essential that each new level of a taxonomy
will need its own round of prompt optimization and human
intervention for doing appropriate edits and pruning.

4.3 Taxonomy Application
We nowmove to Phase 3 of Figure 2 for the two open-source models.
We executed this phase with Mistral and Hermes by giving them
the same prompt and test data fed to GPT-4. We then measured
ICR between each pair of GPT-4, Mistral, Hermes, and human an-
notations as a way to understand how humans and different LLMs
agree on their understanding and application of the taxonomy. The
results are shown in Table 6.

Table 6: ICR using Cohen’s Kappa.

Human GPT-4 Mistral Hermes
Human 0.7620 – – –
GPT-4 0.7212 – – –
Mistral 0.6943 0.6343 – –
Hermes 0.6521 0.5732 0.6772 –

As we can see, the ICR values as measured by Cohen’s Kappa
were moderate (0.41-0.60) to substantial (0-61-0.80). This is an indi-
rect validation of the taxonomy that was generated as it indicates
that the categories and their descriptions were comprehensive, con-
sistent, clear, accurate, and concise enough that different entities –
humans and three LLMs – could apply them to new data in a very
similar way. There are still other elements of a good taxonomy that
cannot be measured by such ICR scores. For example, the usefulness

and objectivity of the taxonomy may depend on the application. In
the next section, we consider a specific application of user intent
taxonomy as a way to further validate our proposed methodology.

5 APPLICATION OF USER INTENT PIPELINE
Can we apply the proposed methodology to other, perhaps more
challenging tasks that call for identifying user intents? We were
driven by a hypothesis that there is a shift in users’ behaviors and
intents happening with the emergence of AI chat modality. To test
this, we built a pipeline using the method proposed here. Depicted
in Figure 3, the pipeline shows that there is still a human in the
loop but given that we know how to construct and apply a reliable
taxonomy using a process that is already validated, we can now
use human intervention in shaping the process and doing light
touch validations. Notably, the intent taxonomy here is created
with heterogeneous log data containing only user requests.

5.1 Stepwise Process for the Full Pipeline
In the steps below, we describe this process as a full pipeline for
how one could leverage LLM for analyzing log data. Through the
process, we will also focus on evaluating various aspects of the
generated taxonomy. These aspects include comprehensiveness,
consistency, clarity, accuracy, and conciseness.

But why generate a new taxonomy if there are several existing
taxonomies, including the one generated in the previous section?
While one of these taxonomies could be fitting, it is desirable that
we have a taxonomy that is rooted in specific data and application
we have under consideration. Given the small cost of generating a
taxonomy may also justify at least attempting to construct a new
taxonomy and deciding if it is more fitting than anything available.
Step-1: Identify Application and Data

The first step is to identify what kind of data we want to extract
user intents from and why. Here, we are interested in understand-
ing how users have different or overlapping intents between two
modalities – search and chat. Using log data available to use from
Bing Search and Bing Chat, we needed to first build a new user
intent taxonomy and then apply that taxonomy to annotate log
data. We extracted a random sample of users who had used both
Bing Search and Bing Chat from May-June 2023. From those users,
we extracted 2,456 queries and 15,531 chat requests they had sent
to the respective services. We used 500 search queries and 500 chat
requests (a total of 1,000 user inquiries to Bing) for training and
set aside the rest for testing. We randomized their order, forming
our training set with 1,000 data points. There are two ways this
data is different from the data used earlier, making this a different
and a more challenging task: (1) it contains log data from different
modalities; and (2) it does not contain system response.
Step-2: Build/Fine-tune Taxonomy with Human-in-the-loop

To get started with the LLM (here, GPT-4), we built the initial
prompt that explained what we are trying to do, what the data
contains, and what are some of the criteria or constraints. For
example, we indicated that we are looking for a taxonomy of user
intents with no more than five categories and the criteria for a good
taxonomy are comprehensiveness, consistency, clarity, accuracy,
and conciseness as defined earlier. The full prompt is given in the
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Figure 3: Using LLM in an end-to-end pipeline for generating, validating, and applying a taxonomy for user intents.

supporting material. This resulted in the zero-shot version of the
taxonomy with the following five categories:
• Ask for Advice or Recommendation: The intent to seek suggestions,
opinions, or guidance from others on a specific topic or situation.

• Create: The intent to use AI tools or platforms to generate, edit,
or manipulate information objects.

• Information Retrieval: The intent to find existing information or
answers on the internet.

• Learn: The intent to acquire new knowledge or skills on a subject
of interest.

• Leisure: The intent to enjoy oneself by engaging in amusing
activities such as games, jokes, stories, etc.

This is not very different from what we saw in the previous section.
However, we noticed that the descriptions and examples associated
with these labels were different and more suitable for our purpose.
Even if there was evidence or intuition that an existing taxonomy
would be sufficient for our purpose, given the reasonable cost for
generating a new taxonomy, it may be desirable to go through these
two steps to validate and revise that taxonomy with a goal to fare
better along the criteria for a quality taxonomy described before.
Step-3: Measure Taxonomy Comprehensiveness/Consistency

We now need to test how complete and consistent this taxonomy
is. For that, we fed it as a prompt to the LLM and have it label each
of the samples we used before separately. This time, we asked it
explicitly to label anything that does not fit the provided labels
as ‘Other’. We found that no sample fell under this category. This
indicated that the taxonomy was comprehensive and consistent.
Step-4: Improve Taxonomy Clarity

Next, we asked the LLM to expand each category label with
more description and examples to improve its clarity. Taking the
lesson from before, we also asked GPT-4 for negative examples per
category, improving on the taxonomy’s clarity.
Step-5: Measure Validity and Accuracy

As the final step of validation and refinement, we asked the LLM
to use the constructed taxonomy to label the same data that was
used to generate the taxonomy. Normally, this is not a practice
for testing, but here we are looking for internal validity and accu-
racy of the taxonomy. Recall that we had 1,000 data points (500
search queries and 500 chat requests) for training. Once the LLM
labeled each of these, we took a random sample of 100 and manually
checked if the assigned label follows the definition for that label as
generated before. We found that the answer was ‘yes’ for 95 of these
samples and that there was no sample assigned ‘Other’ category.

This analysis provided us with the assurance the taxonomy was
valid and accurate.
Step-6: Perform Annotations and Measure Conciseness

Finally, we ran our test data – 1,956 search queries and 15,031 chat
requests – through GPT-4 with the final version of the taxonomy
as a part of the prompt. This prompt is given in the supporting
material. We found that no sample was marked with ‘Other’ label,
ensuring that all the important concepts were covered. Also, no
category had too few (subjective, but in our case < 2%) samples,
indicating that the taxonomy was concise.

5.2 Insights about Intents in Search vs. Chat
The steps above demonstrated that we could create a user intent
taxonomy fulfilling all the criteria for a high-quality, reliable, and
robust taxonomy. We did not have ground truth for the test data to
be able to compute accuracy, but given the rigor taken in building
and validating the taxonomy, we feel confident in the labels gener-
ated by the LLM. If one needs additional assurance at this point, a
small sample of this test data can be taken for human assessment
and ICR can be computed between that assessment and the one
from the LLM.

Figure 4: Comparing user intents between search and chat.

For our purposes, we decided to move on to deriving insights
from this test data. Given that we had an uneven number of queries
and chat requests, we normalized them around each intent category
by counting the number of instances for a given modality w.r.t. an
intent and dividing it by the total instances of search and chat
for that intent. Figure 4 shows the distribution of user intents for
search and chat. As shown, ‘Ask for Advice or Recommendation’
and ‘Information Retrieval’ are almost evenly distributed between
search and chat, with a little bit of skew toward search. The other
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three categories (‘Create’, ‘Learn’, and ‘Leisure’) are heavily leaning
toward chat. This requires a close examination.

First off, it is important to understand that this figure shows
a view from the user intent perspective. If a user had an intent
or a task related to one of the five intents considered here, where
would they go – search or chat? We found that while they could
use either for their ‘Information Retrieval’ or ‘Ask for Advice or
Recommendation’ needs, they are favoring (with a significant tilt
toward) chat for their create, learn, and leisure intents. ‘Create’
makes sense because it is more suitable to use a generative AI
tool like Bing Chat for a creation task than a search engine. Of
course, users are still sending search engines with create-related
requests, but we hypothesize that as generative IR tools such as
AI chat become more capable and known, that intent will shift
more dramatically from search to chat. Similarly, ‘Leisure’ makes
sense because here the user intends to have a social or open-ended
conversation, which is by design supported through chat. Perhaps
more interesting finding here is with respect to ‘Learn’. Learning is
considered to be a higher-level goal or task in information seeking
[49]. While people have used keyword-based search system for
such a task, with chat-based generative IR systems, the intent fits
the modality more appropriately. Through a manual inspection
of some of the logs available to us, we could see that users are
indeed issuing higher-level and complex requests, often associated
with learning, through the chat interface. We should note this with
a caveat that our unit of analysis here is a single request from
the user. It is possible that the user issued multiple queries in a
given search session to accomplish their learning task. Even then,
it is interesting to learn that users are preferring to issue their
single-request learning requests through chat. As the information
access systems with emerging technology such as generative AI
and conversation-based modalities chart their course to support
users in new meaningful ways, they should consider their designs
from a user intent perspective.

5.3 Steps for Generating Intent Taxonomies
Now that we have described the methodology and demonstrated
how it could be executed using an application, we summarize the
lessons from these experiments and provide a guidance to anyone
who wants to use LLMs for generating, validating, or applying user
intent taxonomies.

(1) Identify Application and Data. A taxonomy must fulfill the pur-
pose for which it is built. That also means an existing taxonomy
may not be right for your application. Assuming you want to
build a purpose-driven taxonomy, prepare a detailed descrip-
tion of what user intent means for your application and how it
should be used. For instance, in our case, it was important for
us to stay focused on users’ actions in a task rather than the
objects when recognizing intents. This means we would not
want intents that are tied to an object (e.g., ‘finding information
about tax’) and stay close to a general action or objective (e.g.,
‘information retrieval’). It is also important to have as clean
data as possible for an LLM to process it appropriately. Depend-
ing on which LLM you use, you may need to check for input
requirements such as the size and language of input tokens.

(2) Build and Fine-tune Taxonomy. Pay attention to the first prompt
you prepare for building the taxonomy. Add details of your
application/task, your criteria for a good taxonomy (see Table
1), and relevant constraints (e.g., number of levels, number of
categories, length of a label). We recommend bootstrapping to
build different versions of the taxonomy to see how sensitive
it is to the data used, like what we showed in Section 3.3. If a
zero-shot taxonomy built with your LLM with this prompt is
good enough for you, you can skip the following sub steps.
(a) Check for Comprehensiveness. Construct a prompt to anno-

tate input data using the taxonomy built. Feed the training
data to the LLM with this prompt to have it label the data.
If what falls under ‘Other’ category is more than, say, 5%
of your data, you may need to create additional categories
or levels to make your taxonomy more complete.

(b) Check for Consistency. Assuming your training data is of a
reasonable size, it may not be feasible to manually check
labels for each of the samples, but you can take an ap-
propriate random sample and see if the LLM consistently
applied the definitions of various categories. You could also
perform multiple runs of Step-2 and see if a sample gets
labeled the same way every time. Since this is an iterative
and exploratory process, you can decide how far and deep
you want to go before seeing good enough convergence
and consistency.

(c) Improve Taxonomy’s Clarity. Once the above steps are done
reasonably well or skipped as appropriate, your taxonomy
is now fixed. At this point, you may ask the LLM to revise
and expand the definition or description for each of your
labels to improve its clarity. Often, feeding appropriate
examples (positive and negative) can be useful – similar to
how a human annotator is trained.

(3) Measure Accuracy and Conciseness. As a final and another op-
tional step, you can give the LLM test data, ensuring this data
was not used before for any training purposes, for doing an-
notations using the final version of the taxonomy. Is there any
category that does not get enough samples? If so, you may
decide to remove that category to improve your taxonomy’s
conciseness. Note that if you do this, you may have to repeat
some of the steps from before because now those samples will
fall under other categories, which may affect some of the crite-
ria evaluated before. Now take a random sample of labeled data
and have a human annotator label it using the same instructions
given to the LLM as prompt. Measure the ICR between human
annotations and those from the LLM for the same data. This
measurement will give you a sense of how accurate or valid your
taxonomy is as well as your LLM’s annotation capabilities. If at
this point you have taken all the steps before (or skipped them
as appropriate) and found a high enough ICR, your taxonomy
and your LLM have been thoroughly tested.

6 CONCLUSION
Identifying user intents in online information access is highly cru-
cial for most search and recommender systems. But doing so is
often very challenging. Even if one has a pre-defined taxonomy
of user intents, training an ML model or using such a model to
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annotate rapidly changing behavioral traits in new modalities such
as AI chat can be expensive or infeasible. LLMs are shown to be
effective at extracting concepts, descriptions or summaries, and
examples from given set of text. This could be used for building
and using taxonomies containing user intents, but there is a danger
of creating a feedback loop without a clear evaluation.

In this paper we presented a novel methodology for using LLMs
in generating, validating, and using taxonomies for identifying user
intents in various applications. The methodology was demonstrated
using an application of understanding user intents in AI chat logs.
A case study was then presented with the application of contrasting
user intents between search and chat. The results from both the
applications are intriguing, presenting a set of new hypotheses and
calling for further explorations. However, the primary contribu-
tion of this paper is the methodology for deploying LLMs in such
research tasks.

As a reference from our own experiments, building the full
pipeline in that case study (Section 5) took less than half the time
and effort compared to the process executed for developing the
method (Section 3). The process described in Section 5.3 will take
substantially less even if all the optional steps are executed. Such
efficiency is more than simply reducing the effort for one set of ex-
periments. Emerging technologies such as AI-driven chat are being
discovered and used by a large set of new users. As they become
more accustomed, we can expect to see shifts in the kind of tasks
they do and the kinds of intents they have with these modalities.
The approach presented here will allow researchers to adapt to
these evolving intents quickly and at lower cost and effort.

Through the development of this methodology, we learned that
we could use various LLMs for a zero-shot construction of a user
intent taxonomy, given some log data with user requests in natural
language. While this taxonomy is of reasonably high quality, we
found the need to have human verification and fine tuning to ensure
that such a taxonomy meets various criteria commonly expected in
the literature and in practice, including comprehensiveness, consis-
tency, clarity, accuracy, and conciseness. Through the development
of this methodology and its subsequent application in a different
case study, we showed how these criteria can be reliably fulfilled
using an LLM and human-in-the-loop.

In this regard, we conclude that an LLM can serve as a collabo-
rator or a copilot rather than a replacement for human researchers.
This human-LLM collaboration can yield not only faster construc-
tion and validation of a new user intent taxonomy, but also higher
quality outputs with crisply defined labels, descriptions, and exam-
ples. Once the phases of construction and validation are done, the
LLM can very effectively and accurately perform the annotation
task, turning from copilot to autopilot. This can allow us to analyze
large-scale data and generate insights. Finally, we found that often
LLMs not only made things go faster, but also better. In cases of
disagreements with human annotators, we found that GPT-4 was
producing user intent labels truer to the data given rather than
extrapolating to situations for which we lacked evidence. In short,
the work reported here charts a new territory for using LLMs as
collaborators and consignors for user intent analysis in an effective,
efficient, and responsible manner.
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