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ABSTRACT 
This case study presents an investigation on explainable artifcial in-
telligence (AI) visualization in business applications. Design guide-
lines for human-AI interaction are broad and touch on a range of 
user experiences with AI. Oftentimes, guidelines are not specifc 
to enterprise scenarios with late-stage end users with limited AI 
knowledge and experience. We present a three-phase study on a 
visual design of a machine learning (ML) algorithm output. We 
conducted a user study on an existing design with limited visual AI 
explanation cues, ran a redesign workshop with various design and 
data experts, and conducted a reassessment with systematically 
applied AI explanation guidelines in place. We surface how users 
with various tech profciency and AI/ML backgrounds interact with 
designs and how visual explanation cues increase understanding 
and efective decision making of users with low AI/ML familiarity. 
This design process corroborated the application and impact of 
existing guidelines and surfaced specifc design implications for AI 
explainability within enterprise design. 

CCS CONCEPTS 
• Human-centered computing → User interface design; Visu-
alization design and evaluation methods; Empirical studies in 
interaction design. 
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1 INTRODUCTION 
In fast-paced business scenarios, it is fundamental to increase ef-
fciency for enterprise users and provide time to value insights – 
artifcial intelligence (AI) and machine learning (ML) algorithms 
are often sought out to help reach these goals. Businesses are in-
creasingly focused on leveraging AI solutions to optimize spending, 
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inventory cycles, customer experience, and more. Thus, a high value 
is placed on design methods around human-AI/ML experiences so 
that organizations can make efcient and efective decisions [4]. The 
growth in complexity and performance of AI/ML systems results 
in challenges for visual analytic designs to be clear and understand-
able to humans [5]. This is especially true for enterprise users who 
may be experts in their industry but vary in their AI/ML familiarity 
and data/statistics knowledge – imperative to engaging with AI 
experiences in products. Research and design guidelines in explain-
able AI seek to empower designers to create transparency and ease 
of use for business users of all levels of AI/ML familiarity. 

1.1 AI design guidelines and real world 
application in product 

Human-AI interaction guidelines ofered by Microsoft [1], Google [8], 
and business management organizations [9] relate mostly to the 
building, creation, and use of an AI. However, for human-AI inter-
action design guidelines to be successful, they must be understood 
and applied by enterprise end users. Additionally, research demon-
strates individual backgrounds and experiences result in perfor-
mance diferences when interacting with data that can afect visual 
design choices [11]; this implies enterprise users who approach 
AI/ML systems with various levels of profciency and familiarity 
could be infuenced by design of visual AI systems. Thus, product 
designers face specifc challenges around human-AI/ML interac-
tions including collaboration with stakeholders, explainability of 
capabilities for difering levels of AI familiarity, and trust of data 
and visual systems [6, 13]. Visual analytic systems of AI/ML model 
output are a critical piece of the human-AI interaction pipeline – 
these systems can aid in trust building by making computations 
transparent and providing explanations for results [3]. Visual sys-
tems are often where end users encounter AI/ML systems for the 
frst time and what they base decisions and recommendations on; 
thus, these systems need to be robust to all levels of technological 
familiarity of end users. Research demonstrates that users look for 
quick heuristic routes to confrm or discredit their working theories 
around AI/ML systems and users look for information when they 
have limited knowledge and/or when a system goes against expec-
tations [5, 10]. Thus, design recommendations include principles 
like progressive disclosure [10]: the process of providing advanced 
information on an as needed basis, only when the user requests it. 
Progressive disclosure can help calibrate trust, increase user con-
trol of AI/ML features, improve acceptance of algorithmic systems, 
and promote learning and insight from complex data [10, 15]. The 
aim is to design visuals that support enterprise users in building 
appropriate trust, and making efective and time-efcient decisions 
utilizing AI/ML systems, regardless of individual familiarity and 
profciency with AI/ML [2]. 
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Figure 1: The initial dashboard contained three charts. Top left displays a training model performance metric with a letter 
grade, often used to simplify interpretation for enterprise product users. Top right displays model output of 4 bins of customers 
by estimated churn risk. The bottom chart displays customer behavior factors and their individual impact on the model’s 
prediction of churn risk. This is a static dashboard with no interaction design. Full-scale images in supplementary material. 

1.2 Present Study 
With these principles in mind, we set out to test and design visual 
explanation cues for an AI/ML output system in an enterprise appli-
cation. In this case study, we adapted an experience from real-world 
enterprise product scenarios with a range of end users who may 
engage with the product. We present a visual system created for end 
users without access to a data/applied scientist. The product takes 
customer behavior and product information and generates a predic-
tive model segmenting customers by their predicted likelihood to 
churn. Additionally, we targeted participants with diverse AI/ML 
familiarity and expertise to gain an understanding of how explana-
tions and design needs might difer between users. We present a 
three-phase study in which we assess a current visual dashboard 
with an AI/ML visual system (Phase 1), run redesign workshops 
with varied stakeholders in the product and user journey (Phase 
2), and fnally assess the redesigns for diferences in user response 
and experience (Phase 3), surfacing design implications for AI/ML 
explainability in visual designs for enterprise. 

2 PHASE 1: VISUAL DASHBOARD 
EVALUATION 

To gauge baseline reactions and needs of enterprise users, we began 
by evaluating interaction with a visual design common across many 
enterprise products ofering limited AI/ML explanation (e.g., top 
factors infuencing model prediction) before design feedback and 
systematically applying explainable design principles. The dash-
board we assessed displays the results of a predictive ML model 
of likelihood to churn (see Fig. 1). These visuals sit across many 
products in our group displaying similar model outputs. We aim 
to understand customer interaction and understanding of the data 
and underlying AI/ML methods through these charts. 

2.1 Methods 
Interviews were conducted using a third-party user testing ser-
vice where we screened for representative users identifed to po-
tentially use the adapted product. We conducted semi-structured 
un-moderated interviews to gain user insight and feedback on the 
initial visual dashboard designs. 

Participants. We interviewed 15 participants (5 from of each 
persona) screened to suit our primary enterprise personas (below) 
in June 2022. Participants were selected to represent target busi-
ness personas across a range of functional roles within enterprise; 
recruitment screeners consist of questions including role, goals, 
and typical work experiences – they have been well established to 
target participants with expertise and needs around our product. 
Marketer (MT): Semi-technical workers who are responsible for 

customer campaigns, content editing, and strategy imple-
mentation for customer engagement. 

Business Analyst (BA): Experts involved in analyzing and inter-
preting relevant data quickly and efectively to identify key 
insights to share with stakeholders. 

Data Wrangler (DW): Data and statistics experts responsible for 
data manipulation, unifying, and confguring into a digestible 
format. Comfortable running statistical models and trou-
bleshooting for downstream users. 

2.1.2 Interview Protocol. Interviews lasted 21 minutes on aver-
age, following the persona screener. The interview consisted of a 
scenario description, user understanding/feedback and a recom-
mendation. Finally, Likert scale questions were asked on trust, un-
derstanding, and technological/AI/ML experience and interaction. 

Scenario & Recommendation: Participants were asked to 
imagine they worked in the data department for a subscription 
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Table 1: Tech Profciency dimensions and items. See supplementary material for all scores and interview guides. 

Dimension Tech Profciency Items 

AI/ML use and comfort for job role 
(2 items) 

I use AI-powered insights or information to help 
make business decisions for my job. 
I am comfortable using AI features or capabilities for my job. 

Coding / SQL 
(2 items) 

I am experienced in coding and scripting languages. 
I am experienced in querying data using SQL or other 
querying languages. 

Data & statistical interpretation 
for job role 
(2 items) 

I am experienced in synthesizing and communicating fndings 
from complex data types to make business decisions. 
I can easily interpret data from various outputs, including 
charts and graphs. 

Resource to explain complex 
concepts and help 
(2 items) 

I can explain complex technology topics to someone who is 
not familiar with the technology. 
People ask me for help with understanding complex topics 
related to technology in my job role. 

foods business. Their objective was to utilize our customer data 
platform to send coupons to customers that were likely to churn. 
Participants were told their historical subscription data (e.g., cus-
tomer transactions, subscription dates, etc.) had been uploaded to 
the product and it had created a transactional churn prediction, 
which helps predict if a customer will no longer purchase their prod-
ucts or services in a given time window. Participants were then 
shown the dashboard in Fig. 1 (see caption for chart descriptions). 
Participants were frst asked to describe each of the three charts and 
what they understood the charts to represent. Subsequently, they 
were asked if they had enough information to make a recommen-
dation on which/how many customers to give coupons to and/or 
what information they needed to make such a recommendation. 

Trust & Tech Profciency: Following the recommendation, 
participants were asked 7-point Likert scale questions to rate con-
fdence in their recommendation, trust, and understanding of the 
dashboard and its AI/ML features. Additionally, participants were 
asked questions surrounding demographics and Tech Profciency – 
an internally constructed multi-dimensional model of attributes to 
identify categories of technology profciency across enterprise prod-
ucts. Tech Profciency allows for a more holistic understanding of 
enterprise users and their backgrounds to tailor solutions for more 
meaningful and trustworthy experiences and enables consistency 
in cross-product research insights. While we expected diferences 
in performance between MTs, BAs, and DWs, we aimed to examine 
if performance varied with concrete dimensions regarding tech 
profciency and AI/ML experience. 

2.2 Findings 
Interview transcripts and recordings were analyzed using an in-
ductive approach. This process produced both opportunities for 
redesign, and reinforcement of current design principles for data 
visualization and explainable AI/ML over the three displayed charts. 
Additionally, we identifed disparate needs and understandings of 
ML data modeling between personas that afected insights and 
recommendations. To protect anonymity, participants are referred 
to by using the abbreviation for their persona (i.e., BA, MT, DW), 
followed by a participant number. 

2.2.1 Participant Profile. Evaluating Tech Profciency responses, 
we found that MTs had the lowest self-reported agreement with 

the dimensions in Table 1 followed by BAs and DWs having more 
experience. Responses between individuals with high and low Tech 
Profciency are described in the sections below. 

2.2.2 Understanding of Charts. The Training Model Performance 
chart surfaced redesign opportunities. Five of all 15 respondents 
(1 MT, 2 BAs, 2 DWs) understood that “A” referenced a grade but 
noted a lack of scale or how low/high the grade system went. An 
additional six respondents (4 MTs, 2 BAs) did not interpret the 
chart as a grade at all, rather they were either confused by it or 
assumed it represented something else altogether (e.g., product pro-
fle, dashboard status, etc.); it may be interesting to note that most 
of these participants were not located in the United States where 
the highest grade-level is commonly “A”. When prompted the chart 
displayed a grade, four participants (2 MTs, 2 BAs) over-relied on 
the metric interpreting the green circle surrounding the “A” meant 
the model had no error at all. However, four participants (1 BA, 3 
DWs) with higher Tech Profciency noted that a high grade does not 
necessarily indicate the model is completely without error; “a lower 
grade just means to take it with more of a grain of salt...there’s never 
100% certainty in modeling, there’s always susceptibility” [DW2]. 
This chart was easily misread, contained a sociocultural specifc 
design, and did not allow for efective understanding of uncertainty 
in model performance. 

The Likelihood to Churn chart caused the most confusion 
and/or misinterpretation for respondents. This could be due to lack 
of labeling of the y-axis, ambiguous notation, or misunderstand-
ing of model structuring. Five participants (3 MTs, 2 BAs) with 
lower Tech Profciency completely misunderstood the chart – some 
thought it represented purchase data, product saturation, fnancial 
information, or even admitted to not understanding the chart at all. 
However, participants with higher Tech Profciency (1 BA, 5 DWs) 
eventually grasped the chart. 

It notably took respondents extra time to formulate an under-
standing of the Likelihood to Churn chart with eight respondents 
taking anywhere from 30 seconds to 1 minute to respond, either cor-
rectly or incorrectly. The initial Likelihood to Churn chart lacked ba-
sic labeling that afected interpretation. Additionally, there seemed 
to be a lack of understanding of which customers were most at risk 
of churn, leaving a clear need for redesign. 
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Figure 2: Redesign 1 designed in Phase 2 Workshop, tested in Phase 3. Blurred details were shown to participants. 

The Most Infuential Factors chart was the simplest for par-
ticipants to understand, regardless of persona or Tech Profciency. 
Many respondents (1 MT, 1 BA, 4 DWs) preferred to base their 
recommendation on (or included) the customer behaviors shown 
in this chart rather than the Likelihood to Churn chart (see below). 
We believe this chart was the easiest to interpret given the clear 
labeling and layout of highest infuence to lowest – common prin-
ciples found in data visualization and explainable AI/ML design 
recommendations [3, 7]. 

2.2.3 Recommendation & Trust. Recommendations varied between 
the 15 participants with some similarities depending on persona 
and Tech Profciency. Participants were asked if they had enough 
information to make a recommendation on which customers to tar-
get for coupons or what they would need if they could not make a 
recommendation. Three MTs and two BAs did not give a recommen-
dation due to confusion/misunderstanding of the data. One MT and 
two BAs recommended targeting the largest group of customers, 
which fell in the 11-14% churn risk group. This strategy implied 
they might not have understood the chart or did not think to target 
the two groups with higher churn risk. One BA and two DWs (with 
higher Tech Profciency) wanted more data on customer behav-
ior and demographics and/or more historical data on the model 
and churn likelihood to give a recommendation. The remaining 
three DWs (with higher Tech Profciency) mentioned combining 
customers in groups with higher churn risk with their behaviors on 
“number of products purchased” and “transaction frequency.” They 
all additionally mentioned diving into customer data themselves 
after choosing customers to target from the model output. 

Notably, most participants readily trusted AI/ML generated data. 
Four MTs and two BAs (with lower Tech Profciency) mentioned 
trusting AI generated data/predictions more than humans as “data 
never lies” [MT2], “there is no error in AI data” [MT1], and “machines 
make less mistakes than humans do” [MT4]. These statements imply 
an incomplete understanding of model prediction and reveal op-
portunities for visual design and communication to improve clarity 
on model building and uncertainty for less Tech Profcient users. 
All fve DWs mentioned trusting the output since the performance 
metric was high and models are “generally robust and trustworthy 
for predictive analysis” [DW5], ultimately they interpreted model 
output with “a grain of salt” [DW2, DW4]. Higher Tech Profcient 
participants understood that “none of this is an exact science” [DW1], 
and that humans should be involved in decision making and data 
exploration in tandem with model predictions to make business 
recommendations. 

3 PHASE 2: REDESIGN WORKSHOPS 
Building on fndings from Phase 1, we set out to explore how current 
designs could be improved for user understanding. To that end, we 
gathered various experts to collaborate on new designs grounded in 
human-AI/ML interaction design practices and principles. We ran 
workshops as research shows it is important for interdisciplinary 
teams to make design decisions together in AI/ML contexts as 
design methods are still developing around these constructs [13, 14]. 

3.1 Methods 
Workshops lasted 1 hour and were conducted on July 22nd and July 
29th, 2022. We utilized Miro, an online collaborative whiteboard 
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Figure 3: Redesign 2 designed in Phase 2 Workshop, tested in Phase 3. Blurred details were shown to participants. 

Table 2: Chart descriptions available on information hover 

Chart In-line information description 

Likelihood to Churn 
The model grouped customers by their risk to churn percentage 
based on customer behaviors on the factors infuencing churn 

Model Performance 
This score describes the accuracy of the AI model created using your historic 
customer data to predict the risk of your current customers churning 

Most Infuential Factors The model identifed these customer behaviors as the factors 
contributing to churn risk and assigned each an infuence making up 100% 

platform, to engage experts in the redesign process. Workshops 
consisted of experts in front-end (2 interaction designers, 1 user 
experience researcher, 1 content designer) and back-end practition-
ers (1 data scientist, 1 product manager): all held expertise crucial 
for product development and user experience. Participants were 
familiar with similar dashboards and had experience with AI/ML 
design in enterprise products. 

3.1.1 Workshop Protocol. Workshops began with an overview of 
internal and external guidelines for human-AI/ML interaction de-
sign that referenced research on data visualization, progressive dis-
closure, and transparent representations of model performance. La-
beling and annotation are commonly used tools for increased under-
standing and engagement with data visualization [7, 12]. Progres-
sive disclosure design principles include on-demand information, 
hierarchically organized explanatory information (i.e., available 
information ranging from simple to complex), and context track-
ing (i.e., remaining in-context to relevant data with conversational 
and simple explanations) [10]. Progressive disclosure can support 
contextual understanding, build appropriate trust for lower Tech 

Profciency, and ofer more details for those with experience while 
not disturbing users’ workfow (i.e., it is unique from documen-
tation and does not require users to perform additional searches). 
Finally, we discussed internal research on model performance rep-
resentations that included numerical representations with basic 
color-coded indicators of performance. 

During design collaboration experts were asked to distinguish 
critical/needed changes from future/larger design changes. This 
distinction was encouraged so as to maintain a similar visual ex-
perience to original designs while including expanded visual ex-
planation cues for assessment. The working defnition for minimal 
changes included simple design implementation that would not 
disrupt users but enough to monitor impact – reported below. 

3.2 Redesigns 
Workshop collaboration and input were synthesized by the authors 
and two prototypes were created for testing (see Figs. 2 & 3). Re-
design priorities included (1) rearranging the hierarchy of visuals 
to draw attention to model prediction output, (2) redesigning model 
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performance for transparency, (3) increasing labeling and clarity 
of the Likelihood to Churn chart to aid understanding, and (4) im-
plementing AI explainability design principles. These priorities fall 
under Microsoft guidelines [1] around making clear what and how 
well the AI system can perform its task. 

In both redesigns, across all charts, there is in-line information 
on each chart for users when hovering over the information “i” 
icon (see Table 2 for verbiage). Annotations follow AI interaction 
guidelines suggestions to show contextually relevant information 
as users interact with the model. 

The Model Performance chart refects a numerical score with 
an implied scale of 0-100 and displays a gauge ranging from red to 
green corresponding with the accuracy score, now clearly labeled. 
The visual includes a basic description of how the predictive ML 
model was created and what the score represents. Progressive dis-
closure is included wherein the “more details” hyperlink link cue 
opens a side-panel with further information on model history and 
model performance scores (see Fig 4(a)). 

The Most Infuential Factors chart is also the same across 
both redesigns. Users were able to understand and utilize this chart 
efectively in Phase 1, so required the least redesign. The chart now 
uses whole numbers to curb over-reliance and includes annotation 
of the two factors with the largest infuence on churn to draw user 
attention and ease interpretation. Additionally, each bar displays 
information on-hover with a basic phrase stating the correspond-
ing factor makes up �% of the factors infuencing churn risk (e.g., 
Transactions Months makes up 7% of the factors contributing to churn 
risk). 

In Redesign 1 (Fig. 2), the Likelihood to Churn chart is similar 
to the chart in Phase 1 with updated labeling on both axes. The 
x-axis now begins at 0 and ends at 22%+, although no data falls 
in those categories, the complete scale could aid comprehension. 
This chart also includes information on-hover over each bar with a 
phrase stating how many customers are predicted to churn at what 
risk (e.g., It is predicted that 24,000 customers have a 15-18% risk of 
churning). See Fig. 4(b) for the progressive disclosure side panel. 

The only diference between redesigns is the Likelihood to Churn 
chart (the side panels, information on hover, and annotations remain 
the same). We chose to manipulate this chart alone in Redesign 2 
(Fig. 3) as a complete redesign of the chart was suggested by experts 
but would require further testing and user interface overhaul. The 
design is a horizontal stacked bar with a green to red color scale 
to indicate increased churn risk. The y-axis shows the number of 
customers while each section is labeled with the churn risk for 
that bin of customers. This display facilitates clarity concerning 
breakdown of total customers by churn risk and which customers 
have the highest risk of churn. 

4 PHASE 3: REDESIGN EVALUATION 
We aimed to assess how added visual explanation and transparency 
cues afect user understanding, recommendations, and trust of the 
dashboard. For both redesigns we conducted the same assessment 
from Phase 1 on the same personas. 

4.1 Methods 
Interviews were conducted on the same user testing service as 
Phase 1. In this phase, we included un-moderated and moderated 

(a) Side Panel for Accuracy Score 
chart. 

(b) Side Panel for Likelihood to 
Churn 

Figure 4: Progressive disclosure side panels available to users 
in both redesigns for surfacing explanations and model per-
formance transparency. Panels appear overlapping the dash-
board so users are not navigated away from the page. 

interviews to collect more nuanced feedback on how the two de-
signs compared to one another. We recruited 18 participants for 
un-moderated interviews – three respondents from each persona 
for each design (i.e., 9 participants for each design). We subsequently 
conducted three moderated interviews over the two designs, one 
from each persona. 

4.1.1 Interview Protocol. Interviews lasted 17 minutes on average 
and followed the same scenario and fow of Phase 1 displaying one 
of the redesign prototypes. We encouraged participants to click 
around the prototype, but it was not explicitly required to do so – 
this allowed us to see if/when participants chose to interact with 
the prototype. For the three moderated interviews, we conducted 
the same interview using Redesign 1 (Fig. 2) but followed the in-
terview by showing all three participants Redesign 2 (Fig 3). We 
asked participants to share initial thoughts on Redesign 2 and if 
they preferred for one, both, or neither design to complete the 
recommendation task. 

4.2 Findings 
Interview transcripts and recordings were analyzed analogous to 
Phase 1. This process produced insight into how the added expla-
nation cues facilitated understanding of the ML model as well as 
opportunities for future work and research. We report fndings 
across both designs for common changes: Model Performance chart 
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and Most Infuential Factors chart. Findings for the Likelihood to 
Churn chart for Redesign 1 and Redesign 2 follow. 

4.2.1 Participant Profile. Participants fell within similar ranges of 
Tech Profciency and AI/ML familiarity as in Phase 1; MTs had the 
lowest followed by BAs with DWs having the highest levels of Tech 
Profciency. We again identifed some diferences in response and 
interaction by persona and Tech Profciency outlined below. 

4.2.2 Understanding of Charts. The Model Performance color 
scale and numerical representation of model accuracy prompted 
confdence in all participants. Notably, participants with lower Tech 
Profciency said the chart helped them feel “the data is trustworthy” 
[MT1, MT2], “confdent about where to go from here” [MT3], and 
“knowledgeable about the accuracy of the data” [MT4]. Two MTs, 
three BAs, and two DWs clicked ’more information’ on the chart. 
These participants noted their interest in, and usefulness of, the 
information: “this is great – I know I can come here when I want to 
learn more about my model in the future” [DW1]. MT2 mentioned 
feeling empowered by the information, “now I know I can trust it 
and share with others who ask about the accuracy.” Some participants 
mentioned the color scale, stating it is “easy to see the status of the 
data with the colors” [DW2]. The redesign of the Model Performance 
chart increased clarity across the board and allowed participants to 
dive into specifcs if needed. 

The addition of on-hover annotation and indication of the top 
two factors in the Most Infuential Factors chart aided partic-
ipants through plain language descriptions. Participants equally 
relied on the factors as an important part of understanding cus-
tomer behavior as in Phase 1 but were able to reinforce their initial 
impressions of the charts through annotation. The annotation drew 
attention to the infuential factors such that two MTs, with lower 
Tech Profciency, mentioned the top two factors as part of their 
recommendation. 

Additional labeling in Redesign 1 (Fig 2) of the Likelihood to 
Churn chart led to increased understanding of this chart compared 
to Phase 1. Most participants read the on-hover bar information and 
gained an immediate understanding of what the data represented. 
Of all nine participants that saw this design, only one participant 
misunderstood it. We believe the reduced overall interview length 
refects the efect of increased labeling on understanding of this 
chart as it was the most difcult chart for interpretation in Phase 
1. Only two participants clicked ‘more details’ on this chart – this 
implies the chart may have been clear enough that participants did 
not feel the need for more information. 

Redesign 2 (Fig 3) difered the most from Phase 1 design. The 
new color scale led to instantaneous comprehension of customers 
with the highest churn risk. However, this design initially confused 
two participants. On the other hand, all three participants in the 
moderated interviews preferred this design to Redesign 1. They 
all felt the color scale aided in quick and efective interpretation, 
making essential information instantly clear. The DW noted seeing 
how the churn risk is distributed amongst the total number of cus-
tomers helped them contextualize the information. All participants, 
including the two initially confused participants, noted the color 
scale helped them target customers. 

4.2.3 Recommendation & Trust. Between both redesigns, only one 
MT (who saw Redesign 1) and one BA (who saw Redesign 2) of 18 
participants did not make a recommendation – both wanted more 
information and/or did not grasp the data enough to make a clear 
recommendation. The rest of the respondents targeted customers 
with the highest risk to churn in Redesign 1 or customers in the red 
(with 2 DWs including the orange) section of Redesign 2. Overall, 
we observed an increase in the number of participants that were 
able to give a recommendation on both designs regardless of Tech 
Profciency. Additionally, more participants mentioned combining 
risk with customer behavior, and mentioned wanting to access 
customer demographics of those with high churn risk (4 BAs, 3 
MTs, and 4 DWs). In moderated interviews, the BA and the MT did 
not feel confdent making a recommendation based on Redesign 
1, however when shown Redesign 2, they both stated it was easier 
to read and quickly understand which customers to target. All 21 
participants mentioned trusting the data as the accuracy score was 
strong and they had resources to understand how the data was 
being generated. Implications of our fndings are discussed below. 

5 DISCUSSION & CONCLUSION 
As AI/ML features become commonplace in enterprise products, 
design needs and challenges increase [6]. We recruited participants 
from three distinct enterprise personas that often make recommen-
dations to increase business impact but may have limited access to 
data scientists – Business Analysts, Marketers, and Data Wranglers. 
While experts in their industry, these personas vary in their AI/ML 
familiarity and data knowledge, which are imperative in engaging 
with AI experiences in products. We ran a user study on visual out-
put of a predictive ML model with limited transparency and model 
explanation (Phase 1, Fig. 1); this constituted a Human + Machine 
scenario wherein humans receive the baseline performance/output 
of a system without explanation [2]. We asked participants to share 
their understanding of the dashboard, make a recommendation, and 
rate their interactions and competency around relevant technologi-
cal constructs. We examined Tech Profciency (Table 1) as design 
should consider a range of user profciencies and implement meth-
ods that reduce barriers to entry while supporting those with more 
experience. We found participants with higher Tech Profciency 
were able to make recommendations, while those with limited to 
no experience were not able to make a strong recommendation and 
struggled to understand the ML output. We noted limited labeling 
and ambiguous notation and metrics led to incorrect interpretation, 
and over-reliance, when no indication of uncertainty was present. 
Additionally, we found participants reported high levels of trust in 
AI/ML generated data regardless of their understanding. 

This prompted us to conduct redesign workshops with experts 
to increase impact of the visuals (Phase 2). Workshops followed 
human-AI/ML design guidelines and suggestions [1, 9] while adapt-
ing them to our specifc design problems from Phase 1. We distilled 
workshops into two designs for testing that included increased in-
teraction, annotation, progressive disclosure, and design overhaul 
of two charts (Fig. 2, Fig. 3, Fig. 4, Table 2). Redesigns were then as-
sessed (Phase 3) with consonant methods to Phase 1. These designs 
refect a Human + Machine + Explanation scenario where the hu-
man receives explanation along with ML output [2]. We compared 
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user understanding and recommendations to those without expla-
nations to investigate the impact of the design changes. While trust 
remained high, recommendations and understanding of lower Tech 
Profcient participants was similar to those with more experience. 

5.1 Refection 
The fact that level of trust in AI/ML output despite misunderstand-
ings should be important to the academic community creating and 
implementing AI experiences. Approachable explanations, fairness, 
and transparency of methods and output should be of the highest 
importance. Our work also exposed the utility of expert collabora-
tion – each focused on a diferent piece of the user experience and 
product with an eye for their domain: focusing on user understand-
ing of data, model performance, chart engagement & aesthetics, 
verbiage, and follow-up action prompting. Bringing together user 
research and varying domain experts in iterative design can lead to 
avenues of opportunity and insight that can empower users beyond 
the immediate interface. Future changes were discussed as part of 
the workshops we have not yet implemented and tested, including 
ofering data and model customization tips, linking customer data, 
next-action prompts, real-world application examples, and positive 
and negative impacts of trusting AI/ML output. 

Design Implications for Explainable AI/ML in Enterprise. While 
human-AI interaction guidelines call for clarity in what and how 
systems do what they do, matching social norms, and ofering users 
explanations [1], they often do not specify how to go about this in 
a visual design scenario. We found on-hover annotation utilizing 
plain language empowers users to make clear, concise, and simple 
conclusions. Additionally, on-hover annotation aids in clearing the 
visual feld and ofering information as users desire it. To avoid over-
reliance and misinterpretation due to sociocultural diferences, we 
recommend displaying model performance metrics as a numerical 
score with an explicit scale. We found this eases interpretation due 
to transparent communication of uncertainty and removes cultural 
ambiguity surrounding an alpha-numeric grade system. Finally, we 
recommend utilizing progressive disclosure that does not navigate 
users away from the visual context of the model output. Designs 
should include in-line entry points, connecting to panels with hier-
archical information and jargon-free descriptions of features. We 
found these visual design changes together with progressive disclo-
sure gave an opportunity for users with limited AI/ML experience 
to come away with stronger recommendations and increased un-
derstanding of AI/ML output while allowing high Tech Profcient 
users to gain knowledge efciently without distraction. 

5.2 Outlook 
Our study complements human-AI/ML design guidelines but is 
limited to design for end users in specifc enterprise environments. 
We also limited our study to qualitative feedback, and we would 
like to gather quantitative data from our personas toward a holistic 
understanding. Additionally, it is important to work toward pin-
pointing perceived versus tangible expertise and understanding 
around AI/ML outside of a qualitative interview space. In this case 
study, we found users with low AI/ML experience and data literacy 
perform similarly in recommendations and understanding to those 
with more expertise when visual explanations are used. Our work 
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resulted in design implications that we hope can empower enter-
prise designers and academics to create efective AI/ML interactions 
for their users and inspire research in explainable AI design for a 
range of users with diverse needs, expertise, and resources. 
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