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Figure 1: The turn-taking phase of the participatory prompting method. (1) Mediated prompting: the participant (P, blue)
expresses their intent. The researcher (R, red) formulates a prompt based on this intent and a set of pre-prepared prompting
strategies, and enters the prompt into the system. (2) The participant reflects on the result, guided by the researcher, and forms
their next intent, after which the study returns to step (1) for the next turn.

ABSTRACT
Generative AI tools can help users with many tasks. One such task
is data analysis, which is notoriously challenging for non-expert
end-users due to its expertise requirements, and where AI holds
much potential, such as finding relevant data sources, proposing
analysis strategies, and writing analysis code. To understand how
data analysis workflows can be assisted or impaired by generative
AI, we conducted a study (n=15) using Bing Chat via participa-
tory prompting. Participatory prompting is a recently developed
methodology in which users and researchers reflect together on
tasks through co-engagement with generative AI. In this paper
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we demonstrate the value of the participatory prompting method.
We found that generative AI benefits the information foraging and
sensemaking loops of data analysis in specific ways, but also intro-
duces its own barriers and challenges, arising from the difficulties
of query formulation, specifying context, and verifying results.
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1 INTRODUCTION
End-user tools based on generative deep learning, i.e., “generative
AI” (defined in Section 2.2) can substantially improve the ability of
users to analyse and make sense of data, particularly those without
formal expertise or training in data analysis. Data analysis work-
flows are notoriously tedious, challenging, error-prone, and have
high expertise requirements. Generative AI significantly advances
the state of the art in facilitating the authoring and debugging of
data analysis scripts, reuse of analysis workflows, comprehension
of analysis scripts, learning, and exploration [58]. The potential
change in user behaviour has been described as the generative shift
[58]. The generative shift posits three axes of change: intensifi-
cation (more sophisticated automation will be applied to existing
workflows), extensification (more workflows will be automated),
and acceleration (workflows which were previously costly will be
applied in more contexts, as they become cheaper due to their
automation).

An important user scenario for the generative shift is in end-user
data-driven sensemaking, that is, conducting analyses (often open-
ended, ill-defined, and exploratory) within the context of some data
(detailed in Section 2.1). Classic examples of end-user data-driven
sensemaking include personal and corporate budgeting, financial
modelling in spreadsheets, and quantified self [39] activities. Less
conspicuous examples include travel planning, or choosing a restau-
rant to visit or film to watch. These involve a mixture of qualitative
and quantitative information, and of subjective and “objective” crite-
ria; to choose a film, one might consider one’s personal preferences
and mood, the preferences of any companions, one’s reactions to
the trailer, critical reviews and ratings, film duration, genre, director,
cast, and so on.

As previously noted, generative AI has many applications in
data-driven sensemaking. It can suggest relevant datasets or analy-
sis procedures, write data transformation and analysis scripts or
spreadsheet formulae, help debug or repurpose existing scripts,
suggest subjective criteria for evaluating different options, teach
the user how to apply an unfamiliar statistical procedure or tool, or
even act as a critic or sounding board, to help the user decompose
and refine an ill-defined problem. Faced with such a breadth of
applications, the key question facing system designers is therefore
one of scope: where are the greatest opportunities and challenges for
improving the end-user experience of data-driven sensemaking with
generative AI?

Our study is the first to apply the participatory prompting proto-
col by Sarkar et al. [63] to explore the opportunities and challenges
of generative AI for end-user sensemaking with data. Participatory
promoting is a researcher-mediated interaction between the partici-
pant and a broad, open-ended AI system, such as OpenAI ChatGPT
or Microsoft Bing Chat. The latter are “broad” in the sense that they
are designed to support assistance in a wide range of workflows. By
virtue of being researcher-mediated, participant experiences can be
grounded in actual AI capabilities, scoped down by the researcher to
a particular domain (in our case, data-driven sensemaking). We fur-
ther discuss the value of participatory prompting in the description
of our method (Section 3).

Our study found that generative AI supports data analysis work-
flows in the information foraging loop by streamlining information

gathering, and the sensemaking loop by helping users generate hy-
potheses and develop strategies to test them (Section 4.2). However,
we also found challenges to effective use of generative AI in data
sensemaking workflows. These included forming effective queries,
giving context to the AI, long or vague responses causing informa-
tion overload, and frustrations with the verification of generated
results (Section 4.3). These results provide a range of implications
for design, such as assisting users build detailed prompts that con-
tain the context needed by AI to be effective, helping users verify
AI responses, and better integration with feature-rich application
workflows (detailed in Section 5.2).

As well as the domain-specific results, in this paper we also
reflect on the value of the participatory prompting method for de-
veloping insights via mediated interaction that might otherwise
remain unidentified. We discuss how it might expand to other fields
of interest (Section 5.4), but also note some of its limitations in prac-
tice. These limitations include striking a balance in experimenter
intervention to prevent over-influencing participant workflows,
and potential inconsistencies between how researchers create and
apply prompt strategies, which may reduce the reproducibility of
results (detailed in Section 5.5).

2 BACKGROUND
To clarify our guiding question, in this section we explain the con-
cepts of sensemaking (Section 2.1), generative AI (Section 2.2), and
end-user programming (Section 2.3), and summarise previous work
on intelligent assistance for data analysis (Section 2.4).

2.1 Sensemaking
We adopt Pirolli and Card’s concept of sensemaking [47], which
shares roots with Weick’s [29, 30] organizational sense-making, but
is focused on data analysis rather than social psychology. Sense-
making is the process by which individuals gather information,
represent it schematically for interpretation, and develop insights
into its meaning to create useful knowledge products. Sensemaking
involves two iterative processes: (1) information foraging [46] and
(2) hypothesis development and testing (the latter by itself is also
called the “sensemaking loop”).

The sensemaking framework is heavily influential and has been
applied to understand data analyst workflows in multiple scenarios,
such as navigating large datasets [51], and understanding unfa-
miliar data visualisations [35]. Notably, the latter study suggested
that novices struggle to construct correct initial mental models
(“frames”) to inform exploration, tending to persist with incorrect
frames. To support sensemaking, the authors suggest that system
designers should consider strategies like scaffolded introduction
of visualizations or targeted annotation to aid formation of valid
initial mental models.

A recent study explored how novice data analysts make sense of
computational notebooks [8]. They developed an interface called
Porpoise that groups code cells and adds structured labels to sup-
port these tasks (thus implementing the scaffolding and targeted
annotation suggested by previous work). A counterbalanced user
study with 24 practitioners found Porpoise facilitated comprehen-
sion and supported the building of mental models compared to
default notebooks.
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2.2 Definition of generative AI
The term “generative AI” is extremely broad and encompasses
many types of systems [58]. The term can variously refer to core
algorithms (e.g., the transformer architecture), specific instantiated
models (e.g., GPT-4), or fully productized systems consisting of an
ensemble of models plus additional components (e.g., ChatGPT).

To provide clarity around this term, Sarkar [58] defines genera-
tive AI as “an end-user tool, applied to programming, whose technical
implementation includes a generative model based on deep learning”.
The term “end-user tool” refers to tools that end-users directly in-
teract with, not the underlying algorithms or models. The tool may
consist of an ensemble of models, heuristics, engineered prompts,
and interfaces. The definition is restricted to generative models
based on contemporary deep learning techniques. Finally, the defi-
nition is restricted to the programming domain. Examples that fit
this original definition include code completion tools leveraging
large language models such as GitHub Copilot, and naturalistic
language programming in spreadsheets using such models.

In this paper we adopt the “end-user tool” and “technical imple-
mentation [...] based on deep learning” aspects of the definition,
but rather than programming, our domain of interest is sensemak-
ing with data. Thus, we define generative AI as “an end-user tool,
applied to sensemaking with data, whose technical implementation
includes a generative model based on deep learning”.

2.3 End-user programming
End user programming refers to programming primarily for per-
sonal use rather than public use, with the goal of supporting one’s
work or hobbies rather than developing commercial software.While
end user programmers prioritize external goals over software qual-
ity, they face many software engineering challenges such as re-
quirements elicitation, design, testing, debugging, and code reuse.
Ko et al. provide a survey of the field [32].

Much end-user programming research has focused on spread-
sheets. Many techniques help with authoring spreadsheets, ranging
from templating systems [13] to programming by example [21].
Testing methods like WYSIWYT (What You See Is What You Test)
integrate white box testing into spreadsheet use [50]. Debugging
tools analyse formula dependencies or suggest fixes [14, 83]. Other
work focuses on developing higher level abstractions to facilitate
reuse within spreadsheets, such as lambdas [67], sheet-defined
functions [28, 41], and grid-based reuse [26]. Previous research
has variously explored how spreadsheets are comprehended [74],
learned and adopted [64], or structured [7]. Sensemaking theory
has also been applied to end-user programming, for example, to
explain and scaffold end-user debugging strategies [18, 22].

While many studies have investigated the potential of AI assis-
tance for data analysis (which will be detailed in Section 2.4), a
relatively smaller number have focused on the impact of generative
AI more broadly on the activities of programming and end-user
programming. Notably, no prior studies have investigated how gen-
erative AI tools can impact the data-driven sensemaking workflows
of end-user programmers.

In a study exploring the emerging paradigm of artificial intelligence-
assisted programming [65], the authors observed shifts in the work-
flows of programmers, away from directly writing code and to-
ward identifying suitable opportunities for AI aid, forming mental
models of when AI support benefits workflows, and evaluating
AI-generated output. The challenge for programmers transforms
from writing code to activities such as judiciously “breaking down
prompts at the ‘correct’ level of detail,” seen as an emerging core pro-
grammer competency. Other challenges involve constantly gauging
whether any given scenario warrants AI involvement and debug-
ging model outputs post-generation. Working with AI demands
qualitatively different skill sets from programmers than previous
workflows. More broadly, the theory of “critical integration” [56],
i.e., the effortful and conscious evaluation, repair, and integration
of AI output into a partially automated workflow, appears to be
representative of how AI integration affects knowledge work.

An open question in end-user programming research is: to what
extent people will still need to write code directly, if generative
AI can do this for them from natural language prompts [58]? As
generative models advance, the author argues, they may facilitate
a significant expansion in the scope and scale of end-user program-
ming activities. However, this “generative shift” also raises ques-
tions about the continued relevance of traditional programming
languages as an interface. In confronting these questions, the au-
thor proposes the focus of end-user programming research should
transition from improving formal system usage to new questions
around how to design for control and explanation, while mediating
user intent through natural language.

2.4 Intelligent assistance for data analysis
AI assistance for data analysis has long been studied under the
paradigm of “Intelligent Discovery Assistants” (IDAs). Serban et
al. provide an overview of IDAs [71], which predate generative AI
technologies and instead rely on AI planning and expert system
techniques. Previous research has also considered the end-user
activity of interactive analytical modelling, i.e., building machine
learning models as part of data analysis [61, 66, 68], and developed
design principles for designing tools for non-experts [53].

More recently, AI assistance has been studied in connection
with exploratory data analysis and computational notebooks. Gu
et al. [20] investigate how data analysts from diverse technical
backgrounds verify analyses generated by artificial intelligence (AI)
systems, finding that analysts shift between procedure-oriented and
data-oriented workflows. McNutt et al. [43] conducted an interview
study exploring the design space of AI code assistance in notebooks.
Among other observations, analysts varied in their preferences in
terms of the context provided to the AI system (full context or
user-specified), and how assistance should be integrated into the
workflow (e.g., in inline cells, in a sidebar, via pop-ups etc.). Chen
et al. present WHATSNEXT, an interactive notebook environment
that aims to facilitate exploratory data analysis with guidance and a
low-code approach [9]. The tool augments standard notebooks with
insight-based recommendations for follow-up analysis questions
or actions. Li et al. present EDAssistant, an interactive system that
facilitates exploratory data analysis (EDA) in Jupyter notebooks
through in-situ code search and recommendation [37]. Wang et al.
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investigate how professional data scientists interact with a data
science automation tool called AutoDS to complete an analysis task
[78]. They observed that data scientists expressed more confidence
in their manually-created models than models from AutoDS, even
though AutoDS models performed better.

A particularly relevant study is Gu et al. [19], who explored ana-
lysts’ responses to AI assistance that supports planning of analyses.
They first identified categories of suggestions that such a system
could provide, including about data wrangling, conceptual model
formulation, operationalisation of constructs, results interpretation,
and others. In theirWizard-of-Oz setup, participants interactedwith
a JupyterLab notebook and received proactive analysis suggestions
from a human wizard interacting with a LLM behind the scenes (the
wizard was able to observe the notebook for context). Participants’
generally valued planning assistance in the form of suggestions,
but found them cognitively effortful to consider. Suggestions were
helpful when accompanied by commented code, provided at an
appropriate time in analysts’ workflows, and when matching the
analysts’ statistical background, domain knowledge, and own anal-
ysis plan. However, in some cases, analysts became distracted by
the suggestions or over-relied on them.

Researchers have also explored AI assistance from a sensemak-
ing perspective, albeit theoretically, and not yet with empirical
evidence from users. Wenskovitch et al. conceptualize how human-
machine teams could facilitate AI-driven data sensemaking [82].
The authors propose four roles that humans may assume in such
teams: Explorer, Investigator, Teacher, and Judge. Similarly, Dorton
and Hall propose a “collaborative” human-AI framework for sense-
making in intelligence analysis [12], notwithstanding critiques of
the term “human-AI collaboration” and the collaboration metaphor
for human-AI interaction more generally [55].

In summary of the previous work:

• Sensemaking theory gives us a framework for understanding
the process of analysing datasets, particularly with open-
ended or ill-defined questions. It decomposes the process
into a set of interdependent loops of activity, and exposes
opportunities for tool design. Sensemaking theory has been
applied widely to visual analytics, intelligence analysis, and
aspects of software development and end-user programming.
However, the broader process of data analysis by non-expert
end-users has not been studied with a sensemaking perspec-
tive.

• End-user programming research addresses the needs and
challenges faced by people, typically non-programmers, writ-
ing programs for their own use. A particularly important
site of end-user programming activity pertinent to data anal-
ysis is the spreadsheet. Numerous studies have elaborated
the challenges that spreadsheet users face in learning and
comprehending spreadsheets, and writing and debugging
formulas. Sensemaking theory has been applied to study
some aspects of end-user programming, but the potential
impact of generative AI on the broader end-user activity of
data analysis has not yet been studied.

• Intelligent assistance for data analysis has been explored in
a number of ways, such as suggesting analysis paths and

automatic experimentation. Many augmentations of com-
putational notebooks, a common site for exploratory data
analysis, have been proposed. Sensemaking theory has been
considered in the context of AI assistance for data analy-
sis, but prior explorations have been theoretical. Moreover,
the efforts in this space have largely been directed towards
expert data analysts.

Crucially, what is missing from previous literature is an under-
standing of the potential opportunities and challenges with apply-
ing generative AI to data-driven sensemaking workflows conducted
by non-expert end-user programmers. This is the gap we aimed to
fill. This research objective is incredibly broad; we cannot claim to
have answered it definitively. However, our study has significantly
advanced our understanding of the issue over previous work, and
thrown light on new phenomena arising from the confluence of
generative AI and end-user data analysis.

3 METHOD
3.1 Participatory prompting
At this stage in generative AI’s development, exploratory research
questions can be difficult to interrogate in ways that provide suf-
ficient balance of ecological validity with both system access and
researcher control. While generative AI systems with low usage
barriers are available off-the-shelf, they can be difficult to focus
on the task at hand without blockages, hallucinations, or other
non-task-related issues that derail engagement. Alternatives are
limited prototypes, mock-ups, or design fictions that can be too far
removed from the actual capabilities of the technology, and lead to
participant responses being based on an imagined caricature of AI
conditioned by media narratives.

The participatory prompting method, first proposed by Sarkar
et al. [63], aims to bridge this gap. Participatory prompting is a
user-centric research method for eliciting AI assistance opportu-
nities. The method combines principles of contextual inquiry and
participatory design [69], in which researchers mediate participant
interactions with a real generative AI system.

In a participatory prompting study, researchers first identify a do-
main problem and the relevant form of generative AI system. They
experiment with different prompting formulations to elicit targeted
responses, and then recruit participants who bring self-selected
scenarios within the domain, and potentially also resources to be
used. Researchers then conduct sessions in which participants work
through their scenarios in multi-step turns (illustrated in Figure 1).

A key advantage of participatory prompting over low-fidelity
prototyping and Wizard-of-Oz methods is that it grounds studies
in “actually existing AI” [73] capabilities rather than simulations or
speculative design probes. A benefit in comparison to experiments
with fully functional prototypes is that it can leverage off-the-shelf
AI systems with minimal engineering costs, and flexibly explore
different use cases during a study, for which a functional prototype
might be too constrained.

Participatory prompting studies also have an advantage over
some forms of purely observational studies, because by virtue of
being researcher-mediated, participatory prompting can account for
discrepancies in participants’ a priori prompting strategies, enabling
participants to be appropriately challenged while not fixating on
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practical problems in generative AI usage that are not relevant to
the research questions.

Participatory prompting may involve various kinds of researcher
mediation. The format used in this study is that of the researcher-as-
relay. In this form, a participant poses an open-ended query to the
researcher. The researcher reformulates the query using prompting
strategies, and sends this prompt to the model. The participant
reviews, reflects on, and builds upon the model’s response to deter-
mine their next query, guided by the researcher. The ‘dialogue’ with
the system and the participants’ reflections, together with optional
quantitative measures of interactions such as response satisfaction,
can then be analysed. Other formats could include researcher-as-
guide, where the participant directly interacts with the AI system
but discusses their thought processes with the researcher.

The interaction between the participant and the researcher cre-
ates valuable opportunities to elicit participant reasoning. First, the
researcher can probe participant reasoning turn by turn (or sets
of turns, as appropriate), to capture sequential expectations and
responses. Second, when the researcher is involved in the trans-
lation of participant queries into prompts, participants may see
and comment on the researcher’s prompting strategies as reference
point in comparison or contrast to what the participant might have
done without guidance. While in some research methods this could
be seen as influence or bias, in the participatory design context,
this collaborative engagement on solving the problem of prompting
reveals the differences and similarities between users’ and technolo-
gists’ assumptions, methods, and success criteria, and hence where
either social or technical interventions or features are needed.

3.2 Preparation
The first step of the participatory prompting method is to choose
a suitable functional generative AI system as a representative of
AI capabilities more broadly. This involved careful evaluation of
the possible alternatives. Four candidates were considered: OpenAI
Playground, OpenAI ChatGPT, Google Bard, and Microsoft Bing
Chat. We tested the systems by eliciting multi-stage guidance for
data analysis through example queries, examining the quality and
potential reception of each system’s responses in a manner similar
to a cognitive walkthrough [36].

We noted how particular design decisions in each system shaped
and imposed limitations upon discourse. For instance, ChatGPT,
Bing Chat, and Bard, as consumer products, incorporate “guardrails”
against content considered inappropriate by the system developers,
e.g., violent or sexual content. At the time of our study, Bing Chat
restricted conversational exchanges to fifteen turns. In contrast,
the OpenAI Playground allows more unrestrained exploration, and
options for model and parameter selection. For our purposes, such
constraints did not definitively preclude any options. However,
the proprietary and opaque nature of commercial systems does
restrict controllability, and this may render them unsuitable for
some investigations.

At the time of our study, Bing Chat had the unique ability to
source knowledge from the Web within replies. In a data-driven
sensemaking activity, this can enhance suggestions at each problem-
solving phase, such as by identifying relevant open datasets, and
retrieving tutorials and recommendations for tool features (such as

spreadsheet formulae). We found that information from the Web
significantly improved the breadth and utility of the AI responses.
This outweighed other limitations, and we therefore chose Bing
Chat for our study.

The next step is preparing prompting strategies for the study. The
challenge of developing reliable and effective prompting strategies
to optimize large language models’ performance has been compre-
hensively documented [84]. Users, particularly non-experts directly
engaging with AI systems, struggle to devise suitable prompts to
elicit high-quality responses. To overcome this limitation, the par-
ticipatory prompting protocol involves the mediation of an expert
researcher with knowledge and practice of prompt design, to help
users formulate suitable prompts. Besides this, the mediation also
helps users rapidly iterate on queries, can help users focus on the
relevant aspects of the interaction and avoid distraction from in-
cidental elements of the user interface that are not relevant to the
research questions, and eliminate variations in typing speed, as the
researcher relays user queries to the system, rather than the user
interacting with it directly.

For our study, three researchers individually experimented with
developing prompting strategies for Bing Chat across four weeks,
using a range of real data-driven sensemaking tasks drawn from
their own personal or professional experience, including quantita-
tive analysis of a poem text, choosing a bar to visit with colleagues,
developing a spreadsheet for evaluating World of Warcraft game
strategies, selecting a car for purchase, and choosing a plot type for
a statistical report. These interaction logs and screenshots, success-
ful and unsuccessful prompting strategies, error recovery methods,
and other observations were catalogued in a shared repository.

Through this process, we identified that despite having the ca-
pability to do so, Bing Chat did not consistently use information
from the Web, render tabular data visually as a table, or attribute
its sources. We developed prompting strategies through which this
behaviour could be reliably induced when needed. It often provided
multiple options without further support to the user for choosing
between them; we developed prompts (e.g., “use information from
the Web”, “cite your sources”, and “show result in a table”) to induce
more such support when needed.

At the end of the experimentation period, the researchers con-
vened to negotiate and codify a list of prompting strategies and how
they would be applied in different situations that might arise during
the study. Despite having access to a thus carefully designed “bank”
of prompting strategies, we found that in practice a lot of ad-hoc
and in-situ adjustment was needed (discussed in Section 5.5).

3.3 Pilot
We conducted a pilot study with a convenience sample of 2 regular
spreadsheet users. The pilots revealed that it can be difficult for
participants to choose a suitable seed problem that is complex
enough to require generative AI assistance but simple enough to
describe concisely. To address this, more guiding questions were
added to help participants during the problem elicitation phase. We
also recommended that participants prepare a problem in advance
of the study if possible. Terms such as “data-driven decision-making”
were unclear to participants and had to be clarified.
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We found that 5-6 turns could be completed in the allotted time
(45–60 minutes), eliciting detailed qualitative insights despite the
small number of turns. The turn-taking phase could be extended
if needed. Reflecting on responses and choosing a next step was
the most time-consuming and insightful aspect of each turn. This
led to us changing the Bing Chat system mode from “precise” to
“creative” (the exact nature of these modes is proprietary, but the
salient aspect is that the latter is more verbose and the responses
typically carry more information), to give more to reflect on and
help guide next queries.

If early responses were generic or unhelpful, participants lost
motivation. To counter this, advancement questions were added
to the protocol to suggest ways forward, like rephrasing queries.
Participants also tended to use short queries typical of web searches,
which were more likely to result in generic responses; we added
guidance to explain that longer, conversational queries were more
effective.

We included steps for experimenters to more deeply understand
participant expectations, including desired output types, to avoid
multiple incremental prompts, which while useful to study, could
slow down the progress of the task and thus impair the study of
more complex interactions with the AI. Prompts also needed to refer
to previous outputs tomaintain consistency in the system responses;
we updated the protocol to include this. While not initially part of
the protocol, we noted that it was useful for participants to explore
and verify outputs online, thus navigating temporarily away from
the chat session. Finally, we revised the protocol so that participant
speculations about helpful system capabilities could be immediately
tested, and barriers to sensemaking were specifically elicited.

3.4 Participatory prompting sessions
We conducted a study with a fresh sample of spreadsheet users
(N=15, 5 women, 0 non-binary, 10 men). Participants were recruited
partly via email from a database of spreadsheet users who signalled
interest to take part in research studies, and partly through a recruit-
ment consultancy firm specialising in user research with African
participants. Participation was voluntary, and all participants were
free to withdraw from the study at any time without penalty and
without having to cite a reason. All recruited participants were com-
pensated with a USD $50 (or local currency equivalent) gift voucher
for an online retailer. Participants read and signed a consent form
detailing the study format, data collection, and risks. The study
method and data collection protocols were reviewed and approved
by our institution’s ethics review board.

Participants provided demographic information (Table 1) relating
to their experiencewith spreadsheets, programming, and generative
AI via a survey. We directly use the spreadsheet and programming
experience [62], and generative AI experience [63] survey items,
and corresponding integer coding scheme, from previous work.
Participants varied in spreadsheet usage (1 beginner, 7 experienced
and basic usage, 7 experienced and advanced usage) and generative
AI usage (3 never used, 1 casually use, 6 occasionally use, 5 regularly
use), as well as programming experience (7 never programmed, 3
novices, 3 moderately experienced, 2 experts). Participants resided
in various locations (7 in Africa, 3 in Europe, and 5 in North Amer-
ica).

The study sessions were conducted remotely using a Microsoft
Teams video call, with the researcher handling the interaction with
Bing Chat which was screen-shared with remote control to the
participant, so that they could view and explore the results.

Experimenters first elicited an example problem from the partic-
ipant before entering the turn-taking phase as previously outlined.
At each turn the participant was asked to read the response from
Bing Chat and reflect aloud on the usefulness of the response and if
anything was surprising, inspiring, or confusing. The experimenter
would then ask the participant if they wanted to follow up with
Bing Chat on the response, ask another question relating to the
original problem, or pivot to a new problem they were interested
in, thus proceeding to the next turn on the basis of the participant’s
response.

We tried to stay neutral, passive, and open-ended in terms of
affecting the topic that the participant wanted to work on (and how
to follow up in each turn). However, many participants found it
hard to imagine what they would want to do with Bing Chat, and
then how to follow up its responses. As such, we had to be active
in eliciting their thought process and moving the study forward,
by suggesting options to follow up and drawing their attention to
certain aspects of the output.

The degree to which the researcher needed to intervene to re-
formulate the participants’ query into a prompt varied depending
on the context. At one extreme, the intervention was extremely
minimal: a participant would dictate a query for the researcher to
type verbatim. At the other extreme, when the participant found it
challenging to articulate their need concisely, the researcher pro-
ceeded by writing a candidate query and asked the participant to
confirm or disconfirm it, e.g. “does this prompt capture what you
wanted to ask the system to do?” In between these two extremes,
we would express their query directly, but suggest the addition
of context (what columns existed in their spreadsheet), or append
a prompt from our list of strategies (e.g. “output a table”, or “cite
your sources”). The level of researcher intervention and the impact
of query reformulation on our findings is a complex issue and we
address the trade-offs in detail in Sections 5.4 and 5.5.

Participants worked with experimenters through several turns
between Bing Chat prompt and response until the taskwas achieved,
or the allotted time was reached. Finally, participants gave further
feedback on their experience through semi-structured interviews.

3.5 Analysis method
We transcribed the audio recordings of participant think-alouds and
interviews. One researcher initially organised participant quotes
through affinity mapping [3] into four broad categories: remarks
about interaction with AI, remarks about workflows, remarks about
barriers encountered, and remarks about specific features. The or-
ganisation was negotiated with a second researcher. This categori-
sation was not the final analysis, but a data management step to
facilitate the final analysis.

The final analysis was a directed, negotiated coding between
two researchers, with the aim of discovering emergent themes.
We coded remarks relevant to the question of how AI assistance
can support data sensemaking workflows according to the main
categories of activities identified by sensemaking theory. We report
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Table 1: Participant profession (self-reported description). Spreadsheet experience ((1) Little or no experience; (2) Some
experience, but I’m still a beginner; (3) A lot of experience, but my use is basic; (4) A lot of experience, and I use some advanced
features; (5) A lot of experience with many advanced features). Programming experience ((1) I have never programmed; (2) I
have learnt a little bit but never used it; (3) I know enough to use it for small infrequent tasks; (4) I am moderately experienced
and write programs regularly; (5) I am highly experienced). Generative AI experience ((1) Never heard of them; (2) Heard of
them but haven’t tried any; (3) Casually tried one or more; (4) Occasionally use one or more; (5) Regularly use one or more).

P No. Profession Spreadsheet
Experience

Programming
Experience

Generative AI
Experience

1 PhD candidate (Anthropology) 3 2 2
2 Consultant 3 2 4
3 Statistician 4 2 4
4 Account Officer 3 2 2
5 Student (Geophysics) 4 4 5
6 Software Engineer 2 4 4
7 Data Analyst 4 2 5
8 Software Engineer 4 4 5
9 Student (Informatics) 3 2 5
10 PhD student (History) 3 2 2
11 PhD candidate (Computer Science) 4 5 5
12 PhD student (Anthropology) 3 3 4
13 Computer Scientist 4 5 3
14 Student (Philosophy) 4 3 4
15 Student (Nursing Science) 3 3 4

our findings organised by these frameworks in Section 4.2. We
coded remarks relevant to the question of how AI assistance can
create barriers for data sensemaking workflows according to the
iterative goal satisfaction framework, described in Section 4.3, which
also reports the results accordingly.

Our final analysis relied on the application of prior theoretical
frameworks to supply the basis of code organisation, and thus dif-
fers from the more commonly applied inductive approach [4]. We
were not developing a reusable coding scheme and quantitative
measures of inter-rater reliability are inappropriate here. Instead,
in accordance with qualitative coding best practices, the two re-
searchers iteratively discussed their interpretation of the findings
and negotiated each disagreement until it was resolved [42]. Our
analysis focused on identifying and characterising themes, rather
than on quantifying the prevalence of each in our sample. As such,
it is not helpful to be concerned with the precise participant counts
associated with each identified theme, although this may be inferred
from the list of participant IDs mentioned under each theme.

4 RESULTS
4.1 Overview of tasks
Recall that we did not design study tasks a priori but rather de-
veloped them in a participatory manner with each participant at
the start of the study using task elicitation questions. This resulted
in a set of unique but highly ecologically valid tasks that were di-
rectly relevant to each participant. Participants explored a variety
of data sensemaking tasks during the study, most related to their
professional work, but also some personal workflows such as job
searching or scheduling a pub crawl. The full list of participant
tasks elicited is given in Table 2.

Each participant’s task involved key sensemaking activities when
seeking assistance with different aspects of data analysis. As part of
the information foraging loop, participants often began by describ-
ing their data and its format (e.g., row and column descriptions),
and their overall analysis goal. Some participants even began by
requesting that Bing Chat generate or find example data (this ten-
dency is corroborated by previous studies of analysts, which have
found that analysis often begins in the absence of data [40]). For
example, P10 requested that Bing Chat provide a list of potential
career paths they could follow based on their skills and experience
as a History PhD candidate. When P10 found a career path that
was interesting to them (archivist), they continued by requesting
the requirements for that career and example open positions that
they could apply to. These interactions represented data filtering
and searching within the information foraging loop.

As part of the sensemaking loop, most participants asked Bing
Chat for help with formulating potential research questions (hy-
pothesis generation) or strategies for analysing their data (P1-5, 8,
9, 11-15), code or formulas for a specific analysis (P1, 2, 5, 8), or
step-by-step instructions for applying Excel features such as filter-
ing and visualizations (P4, 7) (hypothesis testing). For example, P9
first asked Bing Chat about data analysis strategies using Excel for
data they collected in a survey. P9 then iterated with Bing Chat
to generate potential research hypotheses and analysis plans for
testing them.

4.1.1 Example turn-taking sessions. An illustrative example of a
complete turn-taking session (P1’s) is described as follows. P1
wished to analyse a dataset about “cooperative behaviour in lit-
erature” they had collected. P1’s first mediated query told Bing
Chat they had a spreadsheet with data, where the “rows are the data
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Table 2: Overview of the tasks developed in collaboration with participants. Columns (left to right): participant ID, brief
description of task, first prompt issued for that task to Bing Chat, and count of turns taken over the course of the task.

P Description of task First prompt Turns

1 Performing a literary analysis
with spreadsheets

I have a spreadsheet with data. In rows are the data for “tales” and in columns are the data for “cooperative behaviour”.
Each cell contains an example of a cooperative behaviour in a certain tale, e.g., “brother saved brother”. I need a way to
code each cell according to different categories. Explain how to use a spreadsheet for this with an example.

3

2 Categorizing age data in a
spreadsheet

I have data about people with a column for their age. I need to regroup the people with age between 18-35 into categories
Gen X, Gen Y, Gen Z. Explain how to use a spreadsheet for this with an example.

2

3 Analysis on how discrimination
impacts workplace performance

I am trying to determine the extent to discrimination affects employee performance in my company. What data is
required? What online data sources may be relevant? Explain how to solve this in Excel with an example.

4

4 Creating a reusable expense
tracker in spreadsheet

I am making a form in Excel where people have to categorize their business expenses. For each expense the user has to
choose a category. Instead of typing out the category I want them to be able to filter on the cell. Explain how to do this
in Excel with an example.

4

5 Data analysis exploration of
ridesharing data

I have a dataset of rides taken on a bike sharing service. For each ride we know the rider type (casual or annual member),
start and end points time and location, and bike type (classical or electric). I am trying to understand what differentiates
the usage of the casual and annual members. Suggest a data analysis strategy for solving this problem using Excel and
R.

4

6 Apartment hunting organization I am looking for an apartment. I have a spreadsheet with the data about various apartments and the following column
headers: Name, Google Rating, Location, Distance from Msft, 2Br Price, # of Baths, Sq. ft., Move-in Date, Notes. Explain
a few ways I can analyse this data in a spreadsheet to help me make my decision.

6

7 Strategies to share data analyses I am a data analyst who does his analysis in Microsoft Excel. It is challenging to share the findings from my analysis
because Excel files stored on my computer are not live, in the sense that I am the only one who can have access to it at
any one point in time. Suggest a few solutions to this problem.

3

8 Writing Javascript code Write me javascript code that adds 2 days on top of current today and has these conditions: - When it’s Mon-
day/Tuesday/Wednesday/Thursday, then the day would be Wednesday/Thursday/Friday/Saturday - When it’s Friday,
then the day would be Monday - When it’s Saturday/Sunday, the day would be Tuesday

6

9 Requesting analysis strategies
for an HRI survey

I am a researcher studying Human-Robot Interaction. I have data from a survey in which 100s of respondents were
asked to rate their perception of two robot voices on a Likert scale from -3 to +3. I am interested in the differences
between voices. Suggest a few analytical strategies for solving this problem. Suggest how to implement the strategies
in Excel.

5

10 Potential career paths based on
background

I am a history PhD candidate with strong research, writing, and education skills. I would like to know what potential
career paths I could follow based on my skills when I graduate.

7

11 Comparing object detection
models

I’m interested in the performance of object detection models. Recommend ways to compare these models. Focus on
accuracy, speed in ms, and size of the model.

3

12 Finding strategies for literary
analysis

I am interested in narrative structure. Recommend appropriate frameworks for analyzing narrative text within short
stories. Cite your sources.

5

13 Performing data analysis on stu-
dent grading data

I want to disaggregate categorical and numerical grading data by gender as part of my research study. I want to calculate
the difference between the median grade and each gender. How do I do this in a spreadsheet? After this is done, I would
like to export the data to latex and create a visualization of the data, can you give me the steps to perform these tasks?

5

14 Discovering data about lifestyle
impact on diabetic patients

Are type-2 diabetic patients compliant with lifestyle modifications? Cite your sources please. 3

15 Understanding what factors im-
pact working for corporations

Does university curriculum prepare people for work in corporate organizations after graduation? I want to know the
answer and all the potential factors that contribute to this. Please cite your references.

7

for ‘tales’ and columns contain the data for ‘cooperative behaviour’ of
a certain tale (e.g., ‘brother saved brother’). The query indicated that
they “need a way to code each cell according to different categories, ex-
plain how to use a spreadsheet for this with an example.” Bing Chat’s
response confirmed its understanding, suggested options like using
Excel VBA, thematic analysis, Google Sheets, and SPSS, and gave an
example table and showed how thematic analysis might be applied
to complete the task.

P1’s mediated follow-up response was to quote the fourth sug-
gestion (use SPSS) and ask how this could be done in R with another
example. Bing Chat’s response explained how to use R in R Stu-
dio, and provided R code to complete the task and visualize the
output. Each section of R code also contained a natural language
description of the code.

P1’s final mediated query asked for the same code but with their
specific categories in mind by asking “show me how to do it when
the categories follow Hamilton’s categories of biological cooperation”.
P1 was satisfied with the response, and this ended the turn-taking
session for this task.

Another example, in brief: P6 was currently apartment hunting,
so their first turn involved asking the Bing Chat to recommend
ways to sort apartments based on the data they had previously
collected. Subsequent turns involved recommending alternative
apartments based on their criteria (by searching the Web). Finally,
the participant requested Bing Chat to draft a letter to landlords to
request extra information that Bing Chat recommended P6 collect,
since it was missing from the spreadsheet they made.
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Figure 2: A simplified version of the data analyst’s process,
adapted from Pirolli and Card [47]. The process consists of
(1) a foraging loop, in which the analyst transitions back and
forth between a large set of data and a smaller set of interest
through searching and filtering, and (2) a sensemaking loop,
in which the analyst transitions back and forth between
relevant data and hypotheses through hypothesis generation
and testing of the hypotheses (analysis).

4.2 Data sensemaking workflow support
Participants saw generative AI as a versatile tool that enabled vari-
ous stages of data sensemaking. P11 saw generative AI as useful for
“any part of a workflow”, from “starting a new project” to “preparing
PowerPoint slides” for presenting the project. Several participants
thought generative AI supported their workflow by making their
“work easier” (P2, 4) by streamlining the search for “the desired result”
(P4), adding new perspectives on how to analyse their data (P3),
and “scaffolding” the solution to a task to “speed up the process” of
working with data (P1). P8, a business owner, believed generative
AI would “save time” and “greatly decrease cost” for many of the
tasks they needed to perform.

The data analyst’s work process as characterised by Pirolli and
Card [47] consists of two loops: an information foraging loop whose
purpose is to identify a smaller set of relevant data out of a larger
set, and a sensemaking loop whose purpose is to generate and test
hypotheses. A high-level overview of this process is summarised in
Figure 2. This overview is helpful for further delineating aspects of
our participants’ experiences, presented in the following sections.

4.2.1 Generative AI in the information foraging loop. Several partic-
ipants compared generative AI to traditional search. P9 thought that
generative AI workflows improved upon the information overload
caused by traditional search workflows since “search engines will
give you multiple results, and it’s very messy, but this [Bing Chat]
directly gives one thing to do.” P14 also enjoyed that generative AI
output was specific to their question, while search results would
require “converting the result” to your specific task.

However, participants also cited concerns about the ability to
apply generative AI tools to information foraging. P10 said their
PhD research was “super-duper niche” and frequently required them
to “travel to archives all over the world” to find data and thought
generative AI would be unable to assist them for these types of tasks,
because unlike textual data from the web, heterogenous archival

data may not have uniform and easily accessible indices, and might
be highly unstructured, mixed-media, only partially digitised, and
therefore difficult or impossible for generative AI to operate over.

4.2.2 Generative AI in the sensemaking loop. Participants noted
the opportunity to be assisted both in generating hypotheses and
in identifying strategies to test them.

Hypothesis generation. P4 thought generative AI was useful to
“have another perspective, like conversing with another person to see
how their perspective is different from yours” which “could be inspir-
ing” for their ownworkflow by “giving a whole newway to do a task.”
Others believed generative AI was useful for brainstorming (P10)
or getting unstuck by using the AI to give alternatives or options to
explore (P7). P6 appreciated how Bing Chat’s response considered
aspects of the problem that they “didn’t really get a chance to think
about... so, it’s good that Bing Chat was able to cover that as well.” P13
said they were “directly inspired” by Bing Chat, as it allowed them
to “move further in the research analysis” by introducing methods
to do their task “in a different way” than they had planned.

However, some participants were sceptical of using generative
AI for their creative process (P1) or forming research questions (P9),
and instead saw its primary application as being for specific data
analysis tasks. This could be due to concerns about personal agency
in the analysis process; for instance, P9 thought that even when
generative AI generated useful text, it would still “miss your own
style of writing”.

Hypothesis testing. Participants noted how Bing Chat helped
them avoid “spending ages try to figure out code” (P1) and “insight-
ful” when offered analysis techniques they “had never thought of”
(P3). Participants also liked when Bing Chat provided “step-by-step
process on how to get a chart in Excel” that gave “headway on how
to get the desired results” (P4), and “some kind of direction” (P5). P5
thought generative AI enabled this understanding by both “stream-
lining your thought process [...] with step-by-step instructions” and
giving “inspiration on how you can analyse data.” P9 similarly valued
the “step-by-step [instructions] on what to do” and “other possible
strategies”.

P12 likened generative AI to “rubber duck” debugging, an infor-
mal technique from software engineering where in order to fix a
bug, the programmer explains their problem aloud to an inanimate
object (archetypically, a rubber duck, hence the name) – the idea is
that verbalising the problem can often trigger the understanding
and insight needed to fix the bug. P12 stated, “it’s like a rubber duck
that actually talks back and is useful.”. This analogy highlights how,
even if the AI system does not introduce new information, it may
facilitate problem-solving and sensemaking by providing a channel
for the reification and refinement of the user’s thought process.

An additional benefit to the sensemaking loop was the ability to
learn new skills as part of the analysis process, which enriches the
space of hypotheses it is possible to generate and test. These can be
fairly straightforward technical skills, such as learning particular
features of spreadsheet software. P7 had “a good learning experience”
in using an unfamiliar formula. P4 similarly “initially thought you
could only create bar charts with a pivot table”, but learnt from a
Bing Chat suggestion that they “could just select the particular cell
to create and insert the bar chart.”
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There is also the potential for learning broader skills. P5 saw
Bing Chat’s recommendations of unfamiliar functions and statisti-
cal packages as a potential “learning direction on how to go about
carrying out descriptive statistics and visualizations to assist with
that task.” P10 saw generative AI as a potential learning surface
that assists in critical thinking, because when P10 asked for a bi-
ography of Thomas Jefferson, the response did not initially raise
the problematic issue of Jefferson’s slave ownership, which P10
expected. P10 reflected that generative AI could be used to explore
“what kind of questions we can ask and what kind of information is
being omitted”. This finding aligns with the constructivist theory
of learning in interactive machine learning systems, which holds
that users construct mental models of their task through iterative
exposure to AI model responses [52].

4.3 Barriers to sensemaking with generative AI
Rather than thematising barriers according to the analyst process,
we found that it is more helpful to consider them in terms of a
workflow we term iterative goal satisfaction. Broadly, this is the
process by which a user satisfies a series of goals with AI assistance.

The iterative goal satisfaction workflow is presented in Figure 3.
The user moves through different phases: goal formulation, query
formulation, and response inspection. There is an outer “goal itera-
tion” loop as the user attempts to achieve a high-level goal, and an
inner “prompt-response-audit” loop as the user attempts to achieve
specific steps towards that goal. The elements of this workflow are
as follows:

• Goal formulation: the user reflects on their goals, needs, in-
tents, and research questions, and identifies a need for assis-
tance where AI could be applied.

• Query formulation: the participant composes the information,
context, and data that the AI might need to address a goal (in
our study, the query is relayed to the mediating researcher
who then further shapes it into a prompt). Query formulation
can proceed directly from goal formulation, or it may be in
the context of iterating on a previously identified goal, as
a result of having inspected a previous response (described
next).

• Response inspection: the participant checks for readability and
relevance to the goal. If the output is readable and relevant,
the participant reads with the aim of deeper comprehension,
checking quality and correctness. If the response failed any
checks, participants would either reformulate their query to
attempt to elicit a better response, or change their overall
goal. The sequence of query formulation and re-formulation
in response to deficiencies identified by inspecting the output
maps directly to the prompt-response-audit cycle described
by Gordon et al. [17].

• Response acceptance: when the AI response satisfies their
goal, participants might exit the goal iteration workflow
entirely (e.g., to apply the results by copying a formula into a
spreadsheet, or add code to their IDE), or develop a new goal.
We thus observed two situations in which participants could
develop entirely new goals: either as a result of having their
previous goal satisfied, or a “pivot” as a result of inspecting
a response and reflecting upon it. Consequently, we broaden

Gordon et al.’s prompt-response-audit loop by showing that
there are two distinct reasons for exiting it, and that it is
itself part of a larger goal iteration loop.

With this picture of the iterative goal satisfaction workflow,
we are in a better position to understand the barriers to effective
sensemaking with generative AI encountered by our participants.
Broadly, these fell into three categories: barriers to query formula-
tion, barriers to the utilisation of responses, and barriers to verifica-
tion and trust. We detail each of these in turn.

4.3.1 Barriers to query formulation. Participants faced difficulties
in understanding, gathering, and expressing their request. These
are difficulties they experienced in their own articulation of their
needs.

Detailed expression of intent. Part of the challenge was in fully
articulating their need. Participants had trouble “wording it in the
right way that the AI understands [...] writing [what is in your head]
down is the hard part.” (P1) and giving “a very explicit explanation
in the prompt that is detailed” (P13), though P1 noted that Bing
Chat could generate helpful responses for “convoluted” questions
(i.e., prompts worded in a noticeably vague or unnatural manner).
P5 similarly was frustrated by their inability to “really define the
problem because there are a lot of components, a lot of things to factor
in before clearly defining the problem.” ; it was challenging to “be as
detailed as possible when you are putting information [into a prompt,
but], you can’t just be lazy about it and get the most useful answer
[...] you have to feed [Bing Chat] with as much detail as possible.”
Such difficulties led to P9 asking “where should I learn this kind of
stuff when I’m chatting with Bing Chat”.

Barriers to query formulation resulted in, but also stemmed from,
inadequate output from the AI, with P12 stating “it is frustrating
to figure out what is it that is being miscommunicated.” P8 pointed
out that “generative AI can’t read your mind, so you just have to
formulate your question ‘correctly”’, and they would “be annoyed
at myself for not writing the prompt correctly” rather than blame
the system for an inadequate output. Other participants similarly
attributed this issue to their having “communicated ‘wrongly’ at first”
(P4). P2 observed that the prompts that the experimenter wrote
were “very different” than their own in that they were more specific
and “direct”. P2 described their current prompting methods as “too
general” in comparison, and having difficulty understanding “where
to start from” when interacting with generative AI.

Participants developed strategies to manage the challenge of
detailed expression. Participants used follow-up prompts to “ask it
specifically to focus” on a specific part of their data (P3) or on a “spe-
cific list of categories” (P4). P1 thought the solution was “just asking
the right questions”, which meant being “clear and real specific in the
details”, though this was challenging and left them “a bit confused.”
P13’s received a response localised to a different country, so they
realised they should “be even more specific” about their location. P5
decomposed their queries to “streamline them to focus on things I ac-
tually need and not just suggest the entire data analysis strategy.” P12
thought they would improve their prompts by practising through
“having to use it over and over again.” Others developed more ad-
hoc techniques, such as avoiding acronyms (e.g., ‘MSFT’ instead of
‘Microsoft’) (P6), to reduce the likelihood of miscommunication.
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Figure 3: The workflow of iterative goal satisfaction with generative AI.

Determining and expressing context. Participants were also chal-
lenged by the need to determine what contextual information was
relevant to fulfilling or interpreting their request, and then articu-
lating it. For example, after being recommended ‘thematic analysis’
as a way to analyse their data (which was not applicable to the
kind of data they had), P1 noted that giving context (in this case,
information that would enable the system to rule out thematic
analysis as a plausible method) to generative AI was important
for making sure AI suggestions “actually work” for the task and
data. Participants drew a comparison to their experience of human-
human collaboration. P12 found giving this context to generative
AI was more difficult than giving it to a human co-worker, as they
usually framed questions with what they had attempted previously
and what went wrong before asking “what should I change?” when
asking a co-worker for help. P12 felt that their co-workers are “more
familiar with examples” that they would provide as context to their
problem, and worried this context seemed more difficult to convey
to the system.

Researcher mediation of prompts occasionally impacted partici-
pant awareness of these barriers. For example, researchers asked
participants for needs around the data format of the response or
gathered extra context about the problem being solved, which re-
vealed to participants the specific prompting strategies we applied.
Researcher-mediated queries served as a reference point for partic-
ipants to compare their own experiences in forming queries. While
some aspects of effective prompting could be handled by the medi-
ating influence of the researcher and thus “smoothed over” from
the participant’s perspective, as the examples above show, even
with such guidance, participants are challenged by the activity of
expressing their intent.

4.3.2 Barriers to utilisation of responses. Participants faced barriers
to being able to effectively use the responses, such as an overwhelm-
ing volume of information; poorly or incorrectly formatted results;
output that while not strictly incorrect was nonetheless incomplete

or inadequate in some other qualitative manner; and responses
which were not easily intelligible because they referred to unfamil-
iar concepts.

Volume of information in the response. Bing Chat’s responses
were often lengthy, likely due to our choice of using Bing Chat’s
“creative mode” which is designed to be more verbose. This required
the participant to read several paragraphs of text. P2 experienced
information overload with the text results from Bing Chat, which
they originally expected to be returned as a table or spreadsheet.
P3 complained about the level of technical detail in one of the
responses, finding it “not easily understandable for someone who
is being introduced or does not have much experience in statistics”.
This points to the need for tailoring responses according to user
expertise. When given different options to complete a task, P13
thought it was useful, but also “excessive information”.

Excessive length also applied to generated code. P8 received
“additional unnecessary code” based on what they asked for, but
nonetheless believed the result to be correct. In follow up, P8 asked
Bing Chat multiple times to “make it [the code] shorter”, until Bing
Chat successfully reduced a 15 line function into 3 lines.

Participants’ preferences regarding a suitable default length and
contents for generative AI output varied (P3, 8, 10-12). For exam-
ple, P3 preferred a specific order of generative AI output: first the
answer, then an explanation of that answer, and finally an example
of how to implement it in Excel. P8 shared a preference for seeing
examples and expected Bing Chat responses go beyond “just some
sort of summary” by producing examples that apply Bing Chat’s
recommendations (e.g., showing how the A/B testing model Bing
Chat generated might apply to a video advertising campaign for
a company). P5 considered extra or irrelevant results from gener-
ative AI as harmful when under “tight time constraints”, as they
“would not want to spend time on things that are unneeded to complete
the task.” P10 wondered about balancing “how much versus how
little information” that generative AI puts into a response, and how
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they could control this amount of information produced to their
preferences. P12 expressed appreciation for responses that were
“a good balance” of information “between bullet points and short
paragraphs”, and “not just a two sentence answer that doesn’t give
any information.”

Goal-satisfaction of the response. Participants could face barriers
in progressing with their task if the results only repeated what they
already knew and did not add any further information, or if the
results were incomplete, or incorrect, or too broad.

Some participants were suggested solutions they already knew
about, but which could be useful for novices “unaware of these meth-
ods” (P7) or “starting from scratch” (P11). P7 requested “three more
suggestions” to elicit more unfamiliar solutions. Occasionally, the
model would fail to interpret very basic and clear instructions cor-
rectly. For example, P12 was surprised that the system incorrectly
applied a literary analysis framework to one story (“The Glowing
Coal”) when specifically asked to apply the framework to a different
story (“ATU 333, Little Red Riding Hood”). P12 wondered if the data
needed to complete the task was not available to Bing Chat.

Participants also received incomplete responses from Bing Chat
(P11, 13-15). P11 said they needed Bing Chat to provide justification
for its choices. P13 and P15 both had replies that were useful, but
incomplete since it failed to address every part of their question.
E.g., one result was “not able to achieve the task”, since it missed
out the step to “convert a column” (P13).

Other participants noted that some responses were not applicable
to their specific preference, but could nonetheless be helpful in
other situations (P1, 3). P14 considered a response to be “just an
introduction” to the topic and not applicable to their task. P4 wanted
“the data to be shown in a different form.” Similarly, P9 asked for a data
visualization which Bing Chat provided, but P9 instead preferred a
bar chart instead as it was “much more useful than a pie chart.”

Moreover, model “misinterpretations” could also function as
a sort of tolerance for imprecise or incorrect querying: P11 was
surprised that Bing Chat ignored part of a prompt and gave what
was more likely correct when P11 tried to modify a table of object
detection models produced by Bing Chat by asking it to “add a
column of the platforms (e.g., iOS, Android, Raspberry Pi) supported
by each model”. Bing Chat instead added a column with values like
“CPU, GPU, DSP, EdgeTPU”, which P11 realized was actually what
they wanted to see in the table. P11 thought that had Bing Chat
providedwhat was originally asked for it would have been incorrect,
and instead preferred that Bing Chat intervene and recommend
“corrected information” like it had.

Formatting of the response. Another issue that participants faced
was getting responses in a useful format. For example, P11 at-
tempted to compare popular object detection models and their
characteristics so they might choose the best one, but the initial
reply was a bulleted list of several models and their characteristics,
which made it difficult to compare between models. P11 requested
Bing Chat to produce a table that specifically compared “accuracy,
speed, and size” and link to the code repository of each model. After
inspecting the resultant table, P11 iterated to add columns for addi-
tional model properties. While P11 could have potentially created
a detailed prompt to get a satisfactory answer with a completed

table in a single step, P11 preferred to iterate and make incremental
progress.

Similarly, when textual results were reformatted into a table P10
thought the results were “perfect” since the original outputs were
“very text heavy”, but did not originally ask for a table. Thus, P10
placed the blame on Bing Chat’s vague answers on the vagueness
of the question they asked.

Intelligibility of the response. Finally, participants faced difficulty
comprehending responses which referred to unfamiliar concepts
(in a scenario where the participant was not expecting to encounter
an unfamiliar concept). For example, when Bing Chat replied to a
question with R functions that P5 did not know about, P5 requested
an explanation of the functions and their relevance to the problem
being analysed. In another example, Bing Chat recommended“Pivot
Tables” to P9, which they were unfamiliar with, but P9 said they
would “just ask [Bing Chat] how to use pivot tables and for exam-
ples” to learn more about unfamiliar concepts that generative AI
recommends.

4.3.3 Barriers to verification and trust. Another category of barriers
was associated with the work required to assess the reliability and
validity of generative AI’s output, both in specific instances of
AI output but also in terms of developing a mental model for the
system’s strengths and weaknesses in different tasks, and an overall
conception of trust in the system.

Verification strategies. Participants developed strategies for de-
tecting and addressing incorrect output. To understand non-working
code, P1 thought they would leverage traditional resources “like
textbooks” that seemed “slightly more professional” than Bing Chat,
or ask co-workers for help.

A common validation strategy was to follow the inline references
(P10, 12, 14). Bing Chat provides references to the URLs from which
it derives its responses using footnote-style superscripts (Figure 4).
During the study, P14 followed a reference link, then described
a previous experience with ChatGPT where it could not present
similar reference links which P14 wanted to save in EndNote. P9
also compared Bing Chat to ChatGPT, finding the citation feature
“much better and more reliable”.

Citations were seen as a fairness mechanism that “gives credit
where credit is due” (P10). However, P12 found that checking cita-
tions “becomes a process of verifying all the information it’s giving
you, and it might have just been quicker to find the sources your-
self.” P6 said that they will “have to verify” each source and “use
those sources to further search”. When performing data analysis, P2
said they need to “validate that the data is from the right source”,
including the timestamps and recency of the data.

Source quality mattered. P7 preferred sites they “already trust”,
rather than unfamiliar ones. P9 and P12 manually inspected the
sources cited by Bing Chat for quality and relevance, which in-
creased their trust of the output. P9 checked if a reference was “a
scholarly article or just a website”, preferring “trustable research” pub-
lications, and inspected the publication date to ensure recency. P10
liked the citations, but if they were missing, they said they would
just use traditional web search to verify the result themselves.

Some participants considered the seriousness of the task when
deciding how much to trust and verify the response. For one task,
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Figure 4: Bing Chat referencing UI (public design at the time of the study). The user message is in the dark blue bubble, top
right. Bing Chat’s response is in the white bubble, bottom left. Footnote-style superscripts indicate a supporting URL. The
URLs are listed along the bottom of the chat response. A user can follow the superscripts or the links to read the web sources.

P10 said they “trust the results, because this is such a low stakes
query.” P12 said they would trust output if it “sounded right” to
them, unless they “really needed it to be right.”

Verification might also involve testing and applying AI output in
a different tool (P1-3, 9-11). P2 would take generated Excel formulas
and “test it directly” on their data, but P1 noted that this might be
challenging without first “cleaning up the data.” P3 also tested a gen-
erated formula “as an example”, and then edited it to fit their needs.
P4 said when they were presented with step-by-step instructions,
they would “try it, and if it’s not working out, do further research”
by searching online, asking colleagues for help, or watching video
tutorials on YouTube. P9 had a similar approach to generated SPSS
code: they first ran the code on test data to “see if it makes sense”,
before applying it to their dataset. P13 stated that “the only way to
know the code is correct is to put it into an IDE.” P3 worried about
errors, which decreased their trust of generative AI, saying that
they “don’t rely on it [generative AI]” and always rigorously verified
any generated formulas.

Hallucinations. Hallucination, defined as “generated content that
is nonsensical or unfaithful to the provided source content” [25],
limited generative AI’s usefulness for data analysis for our par-
ticipants, because it was difficult to detect (especially when the
hallucination is about a domain in which the user is not an expert)
and time-consuming, requiring careful and detailed attention to
every part of the output.

For example, P9 stated that they would not use it for literature
reviews because of this risk. P6 felt a burden of “always having
to double-check and read every line” of the response. P11 said that
while their “personal strategy is to verify everything”, it was time-
consuming and “not always possible or feasible” to do so. Moreover,
P5 described difficulty in verifying generative AI output for domains
they did not “have a strong understanding in”.

When Bing Chat started hallucinating data for P6’s task, P6 said
they started to “understand when you should use [generative AI] and

when you shouldn’t”. P6 subsequently formed a belief that Bing Chat
was not able to index copyrighted media like books, and stated that
the system ought to “say ‘I cannot access this book or its chapters’
rather than continuing to make things up”. P11 had an experience
of “generating a function in the code that looked very authentic, but
didn’t exist.” To mitigate the impact of such hallucinations, P11
aimed to “always verify all information”, but noted that users who
“blindly trust these AI tools can easily bemisguided” by hallucinations.
P9 suggested that “more specific prompts to focus on a specific topic”
might address hallucinations.

4.4 Explicit feature speculations
Participants on some occasions explicitly speculated about features
that would help them with sensemaking. In the traditions of HCI
research deriving from sociology and cognitive psychology, study
participants are not conventionally involved in the direct design of
products, and as such, explicit feature requests and speculations are
treated as potential evidence of a deeper underlying need which
may or may not be best satisfied by implementing the feature re-
quested. On the other hand, since we are invoking the participatory
design tradition [69], we are explicitly interested in participant’s
design speculations and consider them as first-class design contri-
butions, at face value. We report these feature speculations in this
section.

Application integration. Some participants saw a need for inte-
gration with the data applications they already used (P1, 2, 7, 11-13).
For P13 to “be comfortable in the analysis flow of using generative AI,
it would be integrated in whatever system being used on the side, and
not taking up the whole screen.” P7 thought that if they could “do
it all in just Excel”, the generative AI to have access to charts and
data within the spreadsheet, reducing the effort of “going between
different tabs”. Further, P11 said that their analyses frequently ended
up in slideshow presentations, so they wanted the generative AI to
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leverage features of one app (Excel) and place them into the final
app (PowerPoint). Similarly, P6 wanted to go from chat to spread-
sheet by having Bing Chat create a spreadsheet for them, avoiding
a “very manual” process of creating spreadsheets by iterating on
“what categories should be included and filling out information” (P6).

P12 believed that app-specific generative AI would “save a lot of
time spent procrastinating” such as “going down Wikipedia rabbit
holes” (e.g., exploring various related topics that are not critical
to solving the task at hand). However, P1 enjoyed the broad pos-
sibilities of a general generative AI chat and worried that when
leveraging generative AI within an application, the AI might limit
their suggestions to operate within that application, even if a better
solution might exist in another application. Instead, P1 thought that
both in-app generative AI and a general generative AI would be
useful, where when the in-app generative AI failed to accomplish
the task, the general generative-AI could act as “the big boss who is
like ‘alright, we’ll sort this out”’.

Context. We previously noted that providing context was a chal-
lenge (part of the larger set of barriers to query formulation, Sec-
tion 4.3). Several participants offered suggestions for sharing con-
text more easily. P1 desired a way to easily include topics and key-
words of interest. P4 wanted to give negative examples, to showing
what “does not exactly fit into what is wanted” to tune the responses
to be “more specific” to the goal. P1 wished to upload their entire
dataset and “have it [the AI] go”. P5 wanted to upload “particular
columns” of their dataset as context for questions like “what can
I do with this particular column” rather than getting “generalized
responses”.

P11 described the need for chat histories they could revisit and
reuse “after months” away, to “pick up where we stopped last time
and continue from there without redoing everything I did before”. P7
wanted to go further and share chat histories with others, which
might help collaborators understand the provenance of some anal-
ysis activity.

Formatting and modality. Participants saw a need for better in-
telligence and flexibility in output formatting. For example, P10
desired the data they received from Bing Chat to be in a table, which
Bing Chat was able to provide after re-prompting. P10 then thought
the data was “organized nicely and not overwhelming” and could be
exported easily to other applications. P11 ran into a similar issue
while comparing two paragraphs, noting that placing the data in
a table and comparing the columns would be “more useful” than
reading each in sequential text.

Participants also described how generative AI might go beyond
text and into other modalities (P4-11, 13). Several participants saw
videos, imagery, interactive maps, and other visualizations as im-
provements over purely textual output (P4, 10, 11, 13) depending
on the problem being solved (P11). Video tutorials could provide
“further clarity to see the step-by-step process” (P4). P13 described
example visualizations provided by Bing Chat as inspirational ex-
amples for how they could themselves visualize their data. However,
P13 worried that visualizations could also be distracting and take
user attention away from the text.

On the input side, P8 also wanted to provide images and videos
as part of a prompt to provide context to Bing Chat, instead of

just providing text. P11 suggested that voice interaction would feel
“more natural, like talking to a human assistant.”

Anthropomorphisation and social cues. Some participants reflected
positively on Bing Chat’s ability to use emojis and seem “friendly”
(P10, 13). P10 noted it was a “almost human reaction” and said it
was “nice to feel like you’re talking to some sort of person or feel kind
of happy [...] like texting a friend”. However, P9 thought this style
of reply “felt strange” and was “confusing” for them in the context
of doing work with Bing Chat, since they felt like they had to make
conversation with the chatbot rather than just getting answers from
it.

5 DISCUSSION
5.1 Connections with related work

How generative AI conversations compare to search workflows. Par-
ticipants in our study compared generative AI to traditional search
workflows, finding that the linear, summarised and aggregated na-
ture of Bing Chat responses required less effort in comparison to
manually viewing multiple search results and developing a mental
summary oneself (Section 4.2). The consumer-facing positioning of
the Bing Chat interface is as a complement to the more traditional
Bing search engine, so to some extent this comparison is a natural
one to draw, but other studies have also noted the comparison to
search engines even in interfaces without such associations. For
instance, studies of language model assistance in programming
through code completion tools such as GitHub Copilot also find
that participants cite a reduced effort in comparison to manual
web search as a benefit of these tools [65], though there are also
drawbacks: due to the limited scope of sources and generation for-
mats, language model interfaces generally offer a less media-rich
experience, with fewer opportunities for learning and tangential ex-
ploration, and with fewer cues about the provenance of the results.
A related observation from our participants is that search results
for data analysis workflows require further work in order to adapt
to the task at hand, whereas generative AI can often perform part
or all of the adaptation needed. This benefit has also been observed
in previous studies [65], and it is an important benefit given that
many end-user data sensemaking workflows involve such search
and adaptive reuse of resources on the Web (i.e., “transmogrifica-
tion” [33]).

Generative AI and creativity in data sensemaking. Participants
generally valued the creative potential of Bing Chat for ideation
and the generation of alternative perspectives, though some partic-
ipants stated a preference for first ideating and forming research
questions privately (i.e., without generative AI assistance) and only
using generative AI for specific data analysis tasks (Section 4.2).
At least one participant was concerned about the preservation of
personal voice and style when using AI-generated text. This mix of
optimism and caution has been reflected in multiple other fields,
such as programming, creative writing, and visual art [56], where
similarly, some aspects of creativity can be usefully attributed to the
AI system, and AI can be viewed as a potential source and enhancer
of creativity, but there are still important roles for humans to play,
as curators, as editors, as critics, and as integrators.
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Generative AI and common ground. A key set of challenges faced
by our participants revolved around understanding and providing
the context needed by Bing Chat to address their request (Sec-
tion 4.3). Participants explicitly drew a comparison to interacting
with human colleagues, where interactions were simplified to due
to the vastly greater degree of shared implicit context, some deriv-
ing from the shared domain of work, others from the broader shared
experience of culture and language. A concept from linguistics that
captures this is the notion of common ground [75], the set of contex-
tual presuppositions held by interlocutors that allows any speech
acts to be performed and interpreted at all, without devolving into
an infinite regression of “but what does that mean?”. Human users
and generative AI do share a certain amount of common ground
(deriving from the fact that generative AI behaviour is stochastic
replay of real human behaviour [55]), but the quality of this com-
mon ground in our study was perceived as both alien and inferior
to that shared between human collaborators. This aligns with the
conclusions of Gu et al. [19], who suggest that AI assistance should
be grounded in an understanding of users’ current analysis plan,
statistical and domain background, and overall goals; likewise, users
should understand the goals of the AI assistance (e.g., to help with
analysis execution, high-level planning etc.). Researchers have thus
proposed to investigate how design might facilitate the notation
and sharing of such contextual information without burdening the
user [19, 54], but to our knowledge there are no compelling solu-
tions, and this is one of the trickier open challenges for interaction
design of generative AI.

Folk theories and external influences. When confronted with a
response that did not fit their needs or expectations, participants
usually proceeded by developing a hypothesis about why the model
had responded in the way it had, and adapting their next prompt
accordingly, including specific strategies such as using full names of
entities rather than abbreviations (e.g., “Microsoft” and not “MSFT”),
despite not necessarily having evidence that such hypotheses were
correct, or that such strategies would be effective (Section 4.3). This
echoes findings from other studies such as Liu, Sarkar et al. [38],
who found that participants drew from a wide range of linguistic
influences, from web search to programming languages, to inform
their hypotheses about how to prompt the AI system effectively.
Due to the stochastic nature of generative AI, these hypotheses and
consequent prompt refinements can very well produce an improved
result, affirming the participants’ mental model. Over time, this may
result in the development of folk theories [27] about prompting and
behaviour of generative AI that may not necessarily be reliable.

Anthropomorphism of Generative AI in data sensemaking. Bing
Chat is mildly anthropomorphised and frequently introduces emoji
into its responses. Some participants noted this as a benefit as it
improved the collegiality of the interaction, while others felt that
it introduced an unwarranted expectation of politeness, verbosity,
and conversationality on the part of the user (Section 4.3). This is
also reflected in other studies of anthropomorphism in AI, which
have found that introduction of human-like features can help users
be more forgiving of a system that makes errors [24], and improves
its perceived likeability, but can be counterproductive for a system
with high performance and focus on task completion [11]. It is
unclear from our findings whether there is a single correct approach

for data sensemaking, which includes a blend of activities, some
of which the system may be able to perform with high accuracy,
and some not. More likely, the suitability of anthropomorphising
features such as emoji appears to be dependent on the context and
individual preferences.

Iteration and incremental progress. We noted that participants
iterated with Bing Chat to incrementally build up an optimal re-
sponse (Section 4.3), by issuing a series of prompts to slightly refine
the previous response, as opposed to building up a single detailed
prompt to satisfy all the requirements. This tendency to favour
incremental progress has been noted in multiple previous studies
of end-user interaction with AI in spreadsheets (e.g., building up a
complex result through a series of intermediate columns [38], or
incrementally training a machine learning model through an “edit,
learn, guess” loop [66]). This preference for incremental interaction
is similar to the motivation for direct manipulation interfaces and
their property of being “rapid, incremental, and reversible” [72],
and might be the result of the same cognitive factors that underlie
the success of the direct manipulation paradigm. However, more
research is needed to understand whether this is the case, and if
so why, since it would appear to contradict the well-documented
tendency of end-user programmers to favour the shortest path to
their goal.

The burden of verification. Participants found that manually ver-
ifying sources was burdensome, and in some cases the work of
verifying a response might be greater than the work required to
conduct a web search manually (Section 4.3). The increased burden
for users to check content has been observed in several studies (e.g.,
[56, 65, 76]). One approach to resolving this is “co-audit”, where
AI tools themselves can help to check AI-generated content [17].
What co-audit tools might look like in the context of the diverse
range of data sensemaking workflows is an open research question.

Expertise and over-reliance. Recall that participants varied in
spreadsheet usage (1 beginner, 7 experienced and basic usage, 7
experienced and advanced usage) and generative AI usage (3 never
used, 1 casually use, 6 occasionally use, 5 regularly use), as well
as programming experience (7 never programmed, 3 novices, 3
moderately experienced, 2 experts). In making data analysis more
accessible to a wider range of non-experts through generative AI,
over-reliance may become an unintended consequence (a review of
the literature on AI over-reliance is given by Passi and Vorvoreanu
[45]). We observed multiple phenomena during our study that could
contribute to over-reliance, such as AI-generated output referring
to concepts unfamiliar to end-users, and verification fatigue. While
mitigating over-reliance was not within the scope of our study,
multiple approaches have been explored such as explanations [77],
cognitive forcing functions [5], and encouraging critical thinking
[59, 60], to create appropriate reliance [34], which is important to
consider in future work.

Metacognitive demands of generative AI. Several of the issues
that participants encountered align with what has been termed the
‘metacognitive demands’ of generative AI [76]. These are usability
issues that reflect a need for users to have a degree of self-awareness,
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task decomposition, and well-adjusted confidence in their own abil-
ities when working with generative AI systems. For example, par-
ticipants struggled to formulate prompts because it was difficult to
verbalise what was in their mind and break down their overall goal
into sub-goals for the AI system to address—i.e., difficulties with self-
awareness and task decomposition, as described and observed in
other studies [2, 10, 23, 76, 84]. Moreover, some participants found
it difficult to disentangle their prompting ability from the AI system
performance when certain interactions went wrong, suggesting a
challenge with calibrating one’s self-confidence in working with
the system, as also observed in prior studies [65, 84]. Participants’
comments touched upon the role of self-confidence in verifying
outputs, particularly for domains in which they have little expertise,
as also observed in previous work [48, 81]. In some cases, this was
magnified by the volume of information in generated responses.

Conversely, some participants implicitly noted how the AI sys-
tem provided them with metacognitive support, as outlined in
Tankelevitch et al. [76]. For example, participants commented how
the system helped them think in a “step by step” manner, reflecting
support with task decomposition. They also noted how the alter-
natives suggested by the system acted as inspiration when they
were stuck, suggesting benefits to their metacognitive flexibility,
analogously to that observed in Gmeiner et al. [16], which used
human guides to support users co-creating with generative AI.

These observations suggest that there are opportunities to design
systems which explicitly provide metacognitive support to users
as they approach a task, formulate prompts, and evaluate system
outputs.

5.2 Implications for design
Interaction design can support generative-AI assisted data sense-
making workflows (Section 4.2) by addressing barriers discovered
in our study (Section 4.3).

For query formulation: Participants had challenges in conveying
their goals and context to generative AI. These led to irrelevant,
unhelpful, or partially helpful responses that required iteration to
improve. This might be addressed by a design that helps a user build
more detailed prompts, e.g., proactive questions that the system
provides for the user to respond to (i.e., a form of metacognitive
support [76]). Ambiguous or missing context could be detected
and flagged before producing a response to avoid low quality re-
sponses. Output formats relevant to the user’s request could be
recommended as prompt addenda. For example, if the user asks
how to perform a specific data analysis workflow, “step-by-step
instructions” could be suggested. This could help users improve
and calibrate their confidence in their prompting ability. Designers
could also explore restricted vocabularies and grammars (as op-
posed to unrestricted natural language queries) [44], or techniques
such as grounded abstraction matching [38] to help users develop
clearer mental models of effective querying styles.

For response inspection: Participants also spoke about a need to
verify generative AI responses for correctness, quality, and halluci-
nations. To do this, they inspected references provided by Bing Chat
or testing code and formula suggestions. However, user expertise
plays a major role in detecting incorrect output (a similar role for
user expertise was observed in Gu et al. [19]). Further, verification

was effortful and time-consuming. Therefore, users need verifica-
tion assistance, e.g., through co-auditing features [17]. The system
might share strategies with the user for identifying high quality
references, or assist with specifying which types of references are
suitable for supporting a particular response. To assist users in
verifying AI-generated code or formulas, the system might gener-
ate and run tests to help detect failure cases. This would speed up
iteration on coding tasks. In some cases, users may not be appropri-
ately calibrated relative to their own expertise, potentially leading
to over-reliance (e.g., as in Gu et al. [19]). Thus, as suggested in
Tankelevitch et al. [76], there is scope for systems to prompt users
to consider their own expertise and whether additional verification
assistance might be helpful.

For goal formulation: Participants in our study used generative
AI to help them think about their data by having Bing Chat provide
potential research questions or alternative analysis strategies. How-
ever, it can go further by helping users critically think about their
data-driven decisions. For example, when a user asks for AI assis-
tance to recommend a data analysis task, the system could accom-
pany its recommended approach with a critique of that approach
outlining its potential limitations. This might prevent overreliance
on the initial recommendation. The system could identify when
a user’s data might not be able to answer the questions they are
asking, and recommend data collection strategies that would enable
them to do so. To this end, Gu et al. [19] suggest that, alongside
an ‘analysis execution’ mode, AI assistance can enter a “‘think’
mode for specific planning suggestions, a ‘reflection’ mode for con-
necting decisions and highlighting potential missed steps, and an
‘exploration’ mode for higher-level planning suggestions”. A step fur-
ther would be to help users realise that they may not yet have a
clear problem or hypothesis in mind. For example, systems can
surface self-evaluation notices that encourage users to reflect on
their broader aims and help them in clarifying and scoping them
into concrete goals [16, 76].

For streamlining workflows: Previous research has noted the chal-
lenges of cross-application workflows, particularly when using
feature-rich software termed praxisware [57]. Participants described
a desire to integrate generative AI within the feature-rich appli-
cations they already use, rather than a separate experience which
requires context switching between generative AI and application.
This integration could help provide much of the context that our
participants had trouble elaborating, as the application state al-
ready contains much of the context relevant to the task. It may
also address issues with responses containing unfamiliar concepts,
features, and programming languages.

However, some participants were wary of this type of integra-
tion and saw it as potentially limiting the recommendations that
generative AI could provide. For example, a question asked within
R studio would produce methods and code suited for doing data
analysis in R, but there might be more effective strategies in other
applications (e.g., Excel) that might not be provided. This limitation
could be circumvented if application-specific AI systems were able
to delegate queries to other applications when appropriate.
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5.3 Implications for AI research
So far we have discussed design opportunities to improve the user
experience of generative AI-assisted data analysis. This section dis-
cusses current technical developments that could positively impact
the underlying issues, describe remaining gaps, and hypothesize
why some issues might be addressed with foreseeable advances in
technology.

In the user journey, writing the first prompt is a significant step
and our study shows that there are several issues that make query
formulation difficult. Several approaches have been investigated,
such as improving user prompts automatically [6, 49] (including
commercial solutions1), methods to better select prompt templates
[1], prompt banks2 and prompt documentation3. A less explored
avenue relates to tuning prompts such that the output is not only
correct, but aligned with the users’ goals. There are secondary goals
when users pose a question such as learning or brainstorming (as
identified in our study) and more research is needed on supporting
users to write prompts that produce outputs aligned with personal
goals.

In our study, users also observed the importance and challenge
of providing context. As Large Language Model (LLM) providers
are continuously expanding model prompt windows (over 100,000
tokens in some cases), one might imagine that just by automatically
ingestingmore aspects of the user’s work (e.g., the content of files on
the user’s filesystem, messages to collaborators, etc.) and passively
relaying these to the model, we might be able to solve the context
problem. Alas, several studies have shown that models struggle to
identify the relevant portions in large prompts, and methods such
as RAG (retrieval augmented generation) have been proposed [15].
The problemworsens when the context is not inherently textual; for
example, when the task needs structured knowledge via (complex)
tables or knowledge bases. Despite much research effort, current
evaluation still shows a significant performance gap [80].

Users identified that generative AI can provide useful and di-
verse responses: new datasets, complex logic, general knowledge,
and inspirational ideas. Unfortunately reliability is an issue and
hallucinations, or even worse inconsistent hallucinations (similar
or same prompts sometimes resolve successfully, other times pro-
duce incorrect outputs), are a significant problem. Researchers have
explored how to improve detection [79], and counteract hallucina-
tions by grounding in verified sources [70]. No current approach
can guarantee that the results generated by an LLM are correct,
and research is moving towards building tools and agents that can
support users to validate outputs [17]. This work is still at an early
phase, but can draw from large bodies of related research such as
verification, scientific reviews, and design critiques. An interesting
technical challenge is to develop an approach that lets us predict
whether a generation is likely to be correct. Because LLMs are
typically optimised for next-token generation, this might require
significant architectural changes. Nonetheless, this would open the
door to better feedback integration in LLM generations.

1e.g., https://www.junia.ai/tools/prompt-generator
2e.g., https://github.com/f/awesome-chatgpt-prompts
3e.g., https://platform.openai.com/docs/guides/prompt-engineering/prompt-
engineering

5.4 Expanding the Participatory Prompting
method to other fields of interest

Our research approach takes its name and inspiration from the
participatory design tradition [69]. That being said, the domain of
data sensemaking to which we have applied it has very specific
requirements that may not generalize to all use cases of the highly-
flexible technology of generative AI. We believe that the method
can be extended to other domains, and here make five suggestions
for fundamental aspects of the method that researchers should
consider.

Level of researcher intervention: The nature of what participatory
design will find depends on the interrelationship of the maturity
of the technology being investigated and the level of domain ex-
pertise of the participants, but, crucially, mediated by the nature
and level of activity and intervention of the researchers. Researcher
mediation is a necessary part of participatory design because the
approach is fundamentally about helping end-users find agency in a
context of uncertainty around technology design. Researchers may
be able to take the role of a passive conduit when the participatory
design process is needed to enable access to a technology that is
otherwise out of reach of end-users. However, when the technology
or its application are very new or involve high levels of uncertainty,
researchers may need to be an active helper for participants to
articulate, enact, and reflect on their own needs. This is particularly
valuable in the context of generative AI, where researcher involve-
ment enables richer, in-the-moment collection of participant data at
the level of individual prompts, rather than post-hoc recollections
obtained after task completion. In Sections 3.4 and 4.1.1 we describe
the nature of our participatory prompting sessions, and how we
tried to stay passive – and in some cases could – but often had to
be more active. The more active researchers are, the more potential
there is for introducing biases, but this needs to be balanced against
getting reasonable results when participant uncertainty is high, and
also balanced against the spirit of enabling end-user agency that
is central to participatory design. As such, it is important to plan,
document, and account for how active researchers need to be and
actually were, so that the results can be calibrated against others in
the future.

End-user agency and ascribing agency to generative AI: Related to
the first point and researcher intervention, is that in participatory
prompting, end-user agency must be more than an issue of ‘just’
giving users a voice in the design process. The joint agency of
people and systems in participatory prompting needs to be carefully
planned for, documented, and accounted for when the technology
itself is generative. That is, while researchers guide participants
to see how generative technology opens up pathways for tasks
hitherto difficult or impossible for them, researchers also need to
guide participants on unpacking their agency in the process and
track where participants ascribe agency to the technology (as our
participants sometimes did in discussing how Bing Chat was part
of the sensemaking loop in Section 4.2.2, and anthropomorphising
Bing Chat in Section 4.4).

Ecological validity: Ecological validity is the extent to which a
study mimics a real situation and its findings can be generalized
outside the research setting [31]. While this is an issue in all re-
search, it has a scale of relevance to participatory design depending

https://www.junia.ai/tools/prompt-generator
https://github.com/f/awesome-chatgpt-prompts
https://platform.openai.com/docs/guides/prompt-engineering/prompt-engineering
https://platform.openai.com/docs/guides/prompt-engineering/prompt-engineering
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on the domain of interest and nature of the technology. In participa-
tory prompting studies, beyond researcher intervention mentioned
above, two key aspects affecting ecological validity are: the use of
participants’ own materials as resources for the generative AI sys-
tem, and, relatedly, the persistence of both resources and generative
AI outputs across time and across technology surfaces (as noted
by participants at the beginning of Section 4.4). To get meaningful
results, researchers will need to decide in advance how they will
represent to participants the nature of ecological validity of the
participatory prompting exercise and its use and persistence of
resources.

Users in groups: Related to the third point, our study focused on
one human using one generative AI system, such that the researcher
was a facilitator of an individual participant’s work. However, fu-
ture participatory prompting studies will likely need to extend to
participants acting in groups, and potentially even a hierarchy of
groups (e.g. a team, the group the team belongs to, and the or-
ganisation that comprises the groups). This will entail decisions
around whether participatory prompting will require exploration
of each individual in a group having their own personal generative
AI experience that they use in parallel to contribute to a wholly
human group experience, or the group having one shared gener-
ative AI system that all can see and access serially or even some
combination of both. While such group action is quite common in
traditional participatory design studies, such group action maybe
outside current capabilities of generative AI systems (especially
group action across time and technology surfaces), necessitating
some combination of real and speculative usage (or increased de-
sign fiction or Wizard-of-Oz engagement). It may also require one
or more complex meta-prompts for the generative AI system so
that it can (appear to) act on behalf of groups or even whole organ-
isations. These prompts will need to be carefully designed not to
misrepresent both what is feasible and what is desirable in such
situations.

Domain of interest and expected outcomes: Our study focused on
sensemaking from data, which will naturally only account for a
proportion of the possible workflows for the flexible technology of
generative AI. The method can clearly be extended to paradigms
outside data sensemaking, such as artistic creativity, idea synthesis,
personal reflection on goals, Socratic dialogue, educational testing
and explanation, therapeutic discussion, team project planning,
and more. While some of these (e.g. education) have empirically
factual outcomes that users and researchers alike could agree on,
others will have outcomes more related to personal satisfaction
(e.g. therapeutic discussion) or shared satisfaction (e.g. the results
of a creative output), potentially some combination of both factual
and satisfaction outcomes, and personal and shared outcomes (e.g.
the output of a team project plan). When extending the method,
then, participants and researchers need to be clear about how the
nature of the domain of interest is related to the nature of preferred
and expected outcomes. This is especially important given the
generative AI issues around non-determinative outcomes and the
potential for hallucinations, as participants voiced concerns about
in Section 4.3.3. Such issues will be more relevant to some domains
more than others. For example, verification of sources will be crucial
in some domains (e.g. information analysis), others may have no
sources to be verified (e.g. creative expression), the source for some

will be the participant themselves (e.g. articulating and synthesising
rough ideas into a coherent draft), and the ‘sources’ for others will
be the stochastic patterns of apparent human behaviour output by
the models, to then be treated as satisfactory or not by participants
(e.g. role-based prompting, such as asking a generative AI system to
act as a travel agent or car mechanic when giving advice, planning
etc.).

5.5 Limitations
There were limitations inherent to the Bing Chat interface which
limited the kinds of behaviours we could explore. For example,
some chat interfaces allow queries to be edited and re-submitted,
but Bing Chat does not. If a participant wished to revise an earlier
query, the best option was simply to submit the revised query as
a new message, but the result might then be contaminated by the
results from the previous version of the query due to the manner
in which the context from the entire conversation is used in Bing
Chat’s responses. Nor was starting an entirely new conversation a
good option, as participants often wished to continue and build on a
successful conversation when revising a query. Moreover, there are
features supported by other tools (e.g., ChatGPT supports plugins
with varied functionality; Anthropic’s Claude supports uploading
and querying large documents) which we could not study. Thus, the
choice of any particular tool will influence the scope of interactions
which can be studied.

The set of prompting strategies was developed by trial and error,
guided by the experience and subjective judgments made by a par-
ticular set of researchers. There will be differences between how
different groups approach the process of developing prompting
strategies, and thus this aspect of the participatory prompting pro-
cess is not easily reproducible. Making this process more consistent
is an important avenue for research.

As part of our protocol, each participant developed their own
unique and personalised sensemaking task (Table 2). The themes
emerging from a single participant engaging with a particular task
may not generalise to other participants engaging with that same
task. However, for our study this was an acceptable trade-off for
three reasons. First, having a wider variety of tasks improves our
coverage and generalisability of insights for data-driven sensemak-
ing as a broad activity, which is more important than establishing
generalisability for particular tasks. Second, having personal tasks
developed by participants achieves ecological validity to a level that
is very difficult to achieve using a synthetic suite of uniform tasks.
Third, as previously mentioned, another aim of this study was to
evaluate participatory prompting as a method, which more holisti-
cally and rigorously achieved using a diverse range of ecologically
valid tasks.

As noted in Section 4.3, when encountering the researcher’s
mediation and pre-prepared prompting strategies, participants re-
flected on their own lack of awareness and perceived deficiencies
in prompting strategies. Many participants described their own
unmediated prompting strategies as “too general” and reported
difficulty understanding “where to start from.” To some extent this
validates the utility of the participatory prompting protocol; by
mediating participant requests and reformulating them according
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to effective prompting strategies, the protocol bypasses many po-
tential sources of frustration and shallow experiential dead-ends
that might derail a 1-hour interactive study and compromise the
ability to study meaningful tasks. On the other hand, this reduces
the external validity of these experiences, since participants will
not have access to expert mediation during real work. The amount
of mediation is therefore a balance that needs to be carefully struck,
to avoid over-influencing the participants’ workflow; enough inter-
vention to enable interesting and meaningful interaction but not so
much that the interaction is completely different to the kind that
the participant might have had on their own.

6 CONCLUSION
We studied how generative AI might affect the workflow of open-
ended data analysis, i.e., sensemaking with data. We conducted
participatory prompting sessions, in which participants worked
with a researcher experienced in prompting strategies, to explore a
data analysis problem of interest with the Bing Chat generative AI.
Participants were asked to think aloud and reflect on the output
at each turn of the conversation. The transcripts of the conversa-
tions with Bing Chat and the think-aloud data were thematically
analysed.

We found that generative AI was useful in both the information
foraging loop (by reducing the manual effort required to search
for relevant information) and in the sensemaking loop (by helping
ideate hypotheses, and proposing strategies to test them). On the
other hand, participants faced barriers to query formulation (such
as expressing their intent in detail, and determining what context
needed to be shared with the system); in the utility of the responses
(such as being overwhelmed by the amount of information, the
response failing to meet their needs, or being unable to understand
unfamiliar concepts in the response); and to verification and trust
(such as the manual effort of looking for supporting information,
and detailed checking for hallucinations).

The findings have design implications regarding balancing gen-
erative AI as a standalone application versus integration with other
applications, helping users understand and provide context, man-
aging the format and modality of responses, and metacognitive
support. Besides viewing these as interaction design opportuni-
ties, we also highlight opportunities for technical research in ma-
chine learning to address some of these challenges. Further, we
find that our data complements and extends our understanding of
phenomena observed in previous research, such as the relationship
of generative AI to search, creativity, common ground, folk theories,
and metacognition. Finally, we reflect on the participatory prompt-
ing method as a research technique for eliciting opportunities and
challenges for generative AI in knowledge workflows, consider its
limitations, and how it might be applied to other domains.
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