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Abstract. This paper describes the technical and system building advances in 
the automatic transcription of Mandarin broadcast speech made at IBM in the 
first year of the DARPA GALE program.  In particular, we discuss the applica-
tion of minimum phone error (MPE) discriminative training and a new topic-
adaptive language modeling technique.  We present results on both the RT04 
evaluation data and two larger community-defined test sets designed to cover 
both the broadcast news and the broadcast conversation domain.  It is shown 
that with the described advances, the new transcription system achieves a 
26.3% relative reduction in character error rate over our previous best-
performing system, and is competitive with published numbers on these data-
sets.  The results are further analyzed to give a comprehensive account of the 
relationship between the errors and the properties of the test data. 
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1   Introduction 

This paper describes Mandarin speech recognition technology developed at IBM for 
the U.S. Defense Advanced Research Projects Agency (DARPA) Global Autonomous 
Language Exploitation (GALE) program.  The overall goal of this program is to ex-
tract information from publicly available broadcast sources in multiple languages, and 
to make it accessible to monolingual English speakers.  In order to accomplish this, 
the program has several major components: speech recognition, machine translation, 
and question answering (formally termed distillation).  

In the IBM approach implemented in 2006, broadcasts are sequentially processed 
with these technologies: first, speech recognition is used to create a textual representa-
tion of the source language speech; second, machine translation is used to convert this 
to an English language representation; and thirdly, question answering technology is 
used to answer queries like “Tell me the mutual acquaintances of [person] and [per-
son]” or “Tell me [person]’s relationship to [organization].”  While IBM has devel-
oped systems for GALE’s two target languages, Arabic and Mandarin, and has  
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participated in all three activities, this paper focuses solely on the Mandarin language 
automatic speech recognition (ASR) component. 

The GALE program focuses on two types of broadcast audio: broadcast news – 
which was a focus of attention in the previous DARPA Effective Affordable Reusable 
Speech-to-text (EARS) and HUB-4 programs – and broadcast conversations.  The 
study of broadcast conversations is relatively new to the speech recognition commu-
nity, and the material is more challenging than broadcast news shows.  Whereas 
broadcast news material usually includes a large amount of carefully enunciated 
speech from anchor speakers and trained reporters, broadcast conversations are more 
unplanned and spontaneous in nature, with the associated problems of spontaneous 
speech: pronunciation variability, rate-of-speech variability, mistakes, corrections, 
and other disfluencies.  Further, in Chinese ASR, we are faced with the problem of an 
ambiguous segmentation of characters into words – a problem not seen in languages 
such as English or Arabic. 

This paper will describe our Mandarin recognition work from the system-building 
perspective, and present a detailed error analysis.  The main contributions of the paper 
are: (a) the presentation and validation of effective Mandarin system architecture, (b) 
an adaptive language modeling technique, and (c) a careful error analysis. 

The error analysis in particular indicates that: (1) Style of speech, broadcasting 
network and gender are the most important attributes and can vary character error 
rate (CER) from 5.7% to 31.5%; (2) Telephone speech, and speech plus noise or 
music cause an absolute degradation of 2-3% each; (3) Rate-of-speech (characters per 
second) is an important attribute and can degrade CER up to 60%; and (4) Short 
speakers are bad speakers – speakers who talk less than 30 seconds per show have a 
77% relative higher CER.  We note that this is not due to a lack of adaptation data, as 
we find low error rates for small amounts of speech sampled from “long” speakers. 

Also of interest and somewhat unexpected are our gains from discriminative train-
ing, which we observe to be relatively large compared to those we see in English and 
Arabic. 

The remainder of this paper is organized as follows.  In Section 2, we present our 
system architecture.  This architecture amalgamates techniques used previously in 
English [  1], as well as extending it with a novel adaptive language modeling tech-
nique.  In Section 3, we describe the specifics of our Mandarin system, including the 
training data and system size.  Section 4 presents experimental results on broadcast 
news and broadcast conversation test sets.  In Section 5, we present our error analysis, 
followed by conclusions in Section 6. 

2   System Architecture 

The IBM GALE Mandarin broadcast speech transcription system is composed of 
three main stages, speech segmentation/speaker clustering, speaker independent (SI) 
decoding, and speaker adapted (SA) decoding.  A system diagram is shown in Fig. 1.  
In this section, we describe the various components of the system. 
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Fig. 1. The IBM Mandarin broadcast speech transcription system consists of speech detec-
tion/segmentation, speaker clustering, speaker independent decoding, and speaker adapted 
decoding.  In speaker adapted decoding, both feature and model space adaptations are applied.  
Models and transforms discriminatively that are trained using minimum phone error training 
provide further refinement in acoustic modeling. 

2.1  Front-End Processing 

The basic features used for segmentation and recognition are perceptual linear pre-
diction (PLP) features.  Feature mean normalization is applied as follows: in segmen-
tation and speaker clustering, the mean of the entire session is computed and sub-
tracted; for SI decoding, speaker-level mean normalization is performed based on the 
speaker clustering output; and at SA stage, the features are mean and variance nor-
malized for each speaker.  Consecutive feature frames are spliced and then projected 
back to a lower dimensional space using linear discriminant analysis (LDA), which is 
followed by a maximum likelihood linear transform (MLLT) [  2] step to further con-
dition the feature space for diagonal covariance Gaussian densities. 

2.2   Segmentation and Clustering 

The segmentation step uses an HMM-based classifier.  The speech and non-speech 
segments are each modeled by a five-state, left-to-right HMM with no skip states.  
The output distributions are tied across all states within the HMM, and are specified 
by a mixture of Gaussian densities with diagonal covariance matrices. 
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After segmentation, the frames classified as non-speech are discarded, and the re-
maining segments are put through the clustering procedure to give speaker hypothe-
ses.  The clustering algorithm models each segment with a single Gaussian density 
and clusters them into a pre-specified number of clusters using K-means. 

Note that in the broadcast scenario, it is common to observe recurring speakers in 
different recording sessions, e.g., the anchors of a news program.  Therefore, it is 
possible to create speaker clusters beyond the immediate broadcast session.  Never-
theless, in the scope of this paper, we shall restrict the speaker clustering procedure to 
a per session basis. 

2.3   SI Models 

The system uses a tone-specific phone set with 162 phonemes.  Phones are repre-
sented as three-state, left-to-right HMMs.  With the exception of silence and noise, 
the HMM states are context-dependent conditioned on quinphone context covering 
both past and future words.  The context-dependent states are clustered into equiva-
lence classes using a decision tree. 

Emission distributions of the states are modeled using mixtures of diagonal-
covariance Gaussian densities.  The allocation of mixture component to a given state 
is a function of the number of frames aligned to that state in the training data.  Maxi-
mum likelihood (ML) training is initialized with state-level alignment of the training 
data given by an existing system.  A mixture-splitting algorithm iteratively grows the 
acoustic model from one component per state to its full size.  One iteration of Viterbi 
training on word graphs is applied at the end. 

2.4   SA Models 

The SA acoustic models share the same basic topology with the SI model.  For 
speaker adaptation, a model-space method, maximum likelihood linear regression 
(MLLR), and two feature-space methods, vocal tract length normalization (VTLN) [  
3] and feature-space MLLR (fMLLR) [  4], are used in the baseline system. 

An eight-level binary regression tree is used for MLLR, which is grown by succes-
sively splitting the nodes from the top using soft K-means algorithm.  The VTLN 
frequency warping consists of a pool of 21 piecewise linear functions, or warping 
factors. In decoding, a warping factor is chosen such that it maximizes the likelihood 
of the observations given a voice model built on static features with full covariance 
Gaussian densities. 

In addition to the speaker adaptation procedures, the improved Mandarin transcrip-
tion system also employs the discriminately trained minimum phone error (MPE) [  5] 
models and the recently developed feature-space MPE (fMPE) [  6] transform.  Ex-
periments show that these discriminative algorithms give a significant improvement 
to recognition performance.  The results are presented in Section 4. Here we briefly 
review the basic formulation. 

2.5   MPE/fMPE Formulation 

The objective function of MPE [  5] is an average of the transcription accuracies of all 
possible sentences s, weighted by the probability of s given the model: 
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λ denotes the model parameters, κ and ν are scaling factors, and rΟ  the acoustics of 

the r’th utterance.  The function ),( rssΑ  is a “raw phone accuracy” of s given the 

reference sr, which equals the number of phones in the reference minus the number of 
phone errors made in sentence r. 

The objective function of fMPE is the same as that of MPE.  In fMPE [  6], the ob-
servation of each time frame xt is first converted to a high-dimensional feature vector 
ht by taking posteriors of Gaussians, which is then projected back to the original 
lower dimensional space using a global discriminatively trained transform.  The re-
sulting vector and the original observation are added to give the new feature vector yt: 

yt = xt + Mht                                                                                           (3) 

Thus, the fMPE training constitutes the learning of projection matrix M using the 
MPE objective function.  

Previous experiments have indicated that combing fMPE with model space dis-
criminative training can further improve recognition performance [  6].  In practice, 
we first obtain the fMPE transform using ML trained acoustic models, and then a new 
discriminately trained model is built upon the fMPE features using MPE. 

2.6   Language Modeling 

The language models (LM) considered in this work are interpolated back-off 4-gram 
models smoothed using modified Kneser-Ney smoothing [  7].  The interpolation 
weights are chosen to optimize the perplexity of a held-out data set. 

In addition to the basic language models, we also developed a topic-adaptive lan-
guage modeling technique using a multi-class support vector machines (SVM) -based 
topic classifier1.  The topics are organized as a manually constructed tree with 98 leaf 
nodes.  To train the classifier, more than 20,000 Chinese news articles covering a 
wide range of topics are collected and annotated.  The raw feature representing each 
training sample is a vector of terms given by our Mandarin text segmenter.  A SVM is 
then trained to map from these feature vectors to topics. To reduce nuisance features, 
words occurring in less than three documents are omitted.  The overall classification 
accuracy of the topic classifier as measured by the F1 measure is 0.8.  An on-topic LM 
is trained for each of the 98 classes.  

 
                                                           
1 The text classification tool is developed by Li Zhang at IBM China Research Lab. 
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Fig. 2. Topic adaptation is carried out through lattice rescoring with an LM interpolated from 
the universal LM and a topic-specific LM.  Topic classification is based on the 1-best word 
hypothesis given by the SA decoding output. 

In decoding, the basic universal LM is first used to generate a word lattice and the 
1-best hypothesis.  The 1-best hypothesis is subsequently used for topic classification.  
Note that the change of topic occurs frequently in broadcast materials.  Therefore, the 
classification is performed at the utterance level.  Base on the classification result, an 
on-topic LM is selected from the 98 pre-trained LMs and interpolated with the univer-
sal LM.  The resulting LM is used to rescore the lattices generated earlier to give the 
final recognition output.  The process is shown in Fig 2. 

3   System Building 

3.1   Training Data 

The majority of our acoustic modeling data was obtained from the Linguistic Data 
Consortium (http://www.ldc.upenn.edu), as was the bulk of our language modeling 
data.  The acoustic Modeling data is summarized in Table 1.  A relatively small 
amount consists of broadcasts of news shows transcribed internally at IBM, and la-
beled “Satellite Data” below. From the data sources listed 550 hours were used to 
train our acoustic models, based on data that aligned to the transcripts using a set of 
boot models. 

Table 1.  Acoustic modeling data (with full transcripts) 

Corpora BN (Hours) BC (Hours) 

LDC1998T24 (HUB4) 30.0 -- 
LDC2005E63  (GALE kickoff) -- 25.0 
LDC2006E23  (GALE Y1) 74.9 72.7 
LDC2005S11 (TDT4) 62.8 -- 
LDC2005E82 (Y1Q1) 50.2 7.58 
LDC2006E33 (Y1Q2) 136.6 76.1 
SATELLITE 50.0 -- 
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Our language model was built from all the acoustic transcripts, and additional text 
data that were used solely for language modeling purposes.  This data is listed in 
Table 2. 

Table 2.  Language modeling Data 

Copora Type Number of words 

LDC1995T13 Newswire 116M 
LDC2000T52 Newswire 10.1M 
LDC2003E03 News 1.4M 
LDC2004E41 Newswire 17.1M 
LDC2005T14 Newswire 245M 
LDC2001T52 BN 4.7M 
LDC2001T58 BN 3.1M 
LDC2005E82 
LDC2006E33 

Blog & Newsgroup 17.2M 

SRI Web 20060522 Web 183M (characters) 
SRI Web 20060608 Web 5M (characters) 

3.2   System Description 

The 16 KHz input signal is coded using 13-dememsional PLP features with a 25ms 
window and 10ms frame-shift.  Nine consecutive frames are spliced and projected to 
40 dimensions using LDA.  The SI acoustic model has 10K quinphone states modeled 
by 150K Gaussian densities.  The SA model uses a larger tree with 15K states and 
300K Gaussians. 

In addition to fully transcribed data, the training corpora also contain broadcast re-
cordings with only closed captioning text.  To take advantage of these data, lightly 
supervised training is applied.   

The method relies on an automatic way to select reliable segments from the avail-
able data.  First, we use the closed caption to build a biased LM.  Then, the biased 
LM in conjunction with the existing acoustic model is used to decode the correspond-
ing audio.  The decoded text is aligned with the closed caption, and a segment is dis-
carded unless it satisfies the following two criteria: (a) the longest successful align-
ment is more than three words; and (b) the decoding output ends on a silence word.  
The surviving data are deemed reliable and used for acoustic model training.  This 
method is similar to those presented in [  9] and [10]. 

It is observed that for broadcast news (BN) content, 55% of the closed caption data 
are eventually used in training, whereas for broadcast conversations (BC), only 21% 
survived the filtering process.  In total, lightly supervised training increases the train-
ing set by 143 hours. 

Our language model consists of an interpolation of eleven distinct models built 
from subsets of the training data.  Subsets are listed in Table 3.  A held-out set with 
31K words (61% BC, 39% BN) is used to determine the interpolation weights.  The 
resulting LM has 6.1M n-grams, and perplexities of 735, 536, and 980 on RT04, 
2006E10, and devo5bcm respectively. 
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Table 3.  Training subsets and statistics of the 11 LMs 

LM LDC catalog Number: [Sets Used] 
# of 

words
# of 

n-grams
RT04 

PPL
2006E10 

PPL
dev05bcm 

PPL
Data Category

1 2005T14:TDT2-4, 2004E41, 2000T52 326M 61.7M 1080 654.8 2773 newspaper

2 2005T14: 1991~1999 Taiwan data 180M 33.7M 1981 1407 3571 newspaper (Taiwan)

3 2005T14: 2000~2004 Taiwan data 41.6M 62.0M 1675 1237 3359 newspaper (Taiwan)

4 (IBM Chinese Web News Collection) 133M 55.9M 1129 808 2174 web news

5 1998S73_T24, 2005E61-63: BN data 5.93M 10.0M 1415 1237 3359 BC

6 
GALE Y1Q1Q2: BN, NTDTVWEB,  
RT-03 BN training text, Satellite 

4.25M 7.50M 1433 1219 1608 BN

7 95T13 124M 119M 1545 965.8 3479 newspaper

8 GALE Y1Q1, GALE Y1Q2 16.5M 17.1M 1563 1378 2293 weblog, newsgroup

9 FOUO_SRIWebText.20060522 69.8M 98.4M 987.3 704.5 1412 web text

10 GALE Y1Q1Q2: BC force alignment 1.92M 3.21M 2803 2466 1567 BC

11 GALE Y1Q1Q2: BN force alignment 2.52M 3.87M 1739 1339 2020 BN

4   Experimental Results 

Three test sets are used to evaluate the Mandarin broadcast transcription system.  The 
first is the evaluation set from the Rich Transcription’04 (RT04) evaluation’s Mandarin 
broadcast news task.  It contains 61 minutes of data drawn from four BN recordings.  
The second test set, denoted “dev05bcm”, contains five episodes of three BC pro-
grams.  The total duration of this set is 3.5 hours.  A third, 4.5-hour BN set “2006E10” 
is included to give more robust coverage of the BN content. The 2006E10 test set may 
be downloaded from the LDC, and includes RT04. The list of dev05bcm audio files 
was created at Cambridge University and distributed to GALE participants. 

Recognition experiments on the three test sets are carried out following the pipe-
line shown in Fig. 1 in section 2.  At the SA level, decoding using the ML acoustic 
model is done at after VTLN, after fMLLR, and after fMLLR to further understand 
the effect of each adaptation step on the Mandarin broadcast speech transpiration task.  
Except for VTLN decoding, the experiments are repeated using the MPE trained 
models and features.  The recognition results are summarised in Table 4. 

Table 4. Character error rates observed on the three test sets at different level of acoustic model 
refinement. The results indicate that discriminative training gives significant improvements in 
recognition performance. 

System Build Level RT04 dev05bcm 2006E10 
SI: -- 19.4 28.3 19.6 

VTLN 18.0 26.7 18.1 
+fMLLR 16.5 24.9 17.1 
+MLLR 15.7 24.3 16.7 

+fMPE+MPE+fMLLR 14.3 22.0 14.0 
SA: 

+MLLR 13.7 21.3 13.8 



418 Y. Qin et al. 

As expected, the results show that BC data (dev05bcm) pose a greater challenge 
than the two BN sets.  The results clearly confirm the effectiveness of the adaptive 
and discriminative acoustic modeling pipeline in the system.  Furthermore, the overall 
trend of the CER as observed in each column is consistent across all three sets.  In 
particular, we note that the MPE/fMPE algorithm gives a relatively large improve-
ment to recognition performance on top of speaker adaptation.  For instance, on 
2006E10, discriminative training further reduces the CER by 2.9% absolute to 13.8% 
from the best ML models.  Similarly, a 3.0% absolute reduction is achieved on the 
dev05bcm set.  As a comparison, the MPE/fMPE gain observed in our Arabic broad-
cast transcription system is 2.1% absolute on the RT04 Arabic set. 

To track the progress made in the GALE engagement, we compare the perform-
ance of the current system (06/2006) with our system at the end of 2005 (12/2005).  
The results are shown in Table 5.  On RT04, a relative reduction in CER of 26.3% is 
observed.  For reference, the best published numbers in the community on RT04 and 
dev05bcm are also listed [11]. 

Table 5. Comparing character error rates of the current system with the previous best-
performing system and the best published results on the same test sets [11] 

System ID RT04 dev05bcm 2006E10 
12/2005 22.5 39.6 22.8 SI:
06/2006 19.4 28.3 19.6 
12/2005 18.6 34.5 20.0 SA:
06/2006 13.7 21.3 13.8 

Best published number 14.7 25.2 -- 

Finally, the topic-adaptive language modelling technique is evaluated by rescoring 
the SA lattices with (1) the LM that is topic-adapted to a given test utterance, and (2) 
an LM interpolated from the universal LM and a fixed set of eight topic-dependent 
LMs.  On RT04, results show that the adaptive approach gives 0.4% absolute reduc-
tion in CER comparing with the non-adaptive counterpart. 

5   Error Characterization 

In this section, we aim to gain a better understanding of the Mandarin broadcast 
speech transcription task by analyzing the correlation between the error made by our 
system and the various attributes of the data.  Unfortunately, the three LDC test sets 
used earlier lack the rich annotation required by such a study.  Therefore, we use a 
dataset that has been carefully annotated at IBM for this part of the paper.  The data 
are collected from the same program sources as the LDC sets, and are selected to have 
a comparable content composition.  Six shows were recorded from the CCTV4 net-
work and 4 from the Dragon network.  The total duration of the dataset is 6 hours.  In 
order to have attribute-homogenous segments for analysis, we used manually marked 
speaker boundaries and speaker identities.   
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5.1   Method and Results 

Table 6 lists the attributes used for CER analysis.  We investigated five categorical 
attributes: gender, style, network, speech quality, and channel; and two numerical 
attributes: amount of speech per speaker and character rate.  Binary categorical attrib-
utes are represented by dummy 0/1 variables.  Speech quality which has 3 possible 
values is represented by three dummy binary variables. 

Because the attributes under investigation are clearly correlated, we use ordinary 
least squares (OLS) estimation for multiple regression.  In order to apply OLS we 
remove all redundant dummy variables, namely the indicator of clean-speech, and 
normalize all variables to have zero mean.  We calculate the partial regression coeffi-

cients by computing yxxxb ')'( 1−=  , where x is the matrix of the values of the 

independent variables (attributes), y is the vector of the values of the dependent vari-
able (CER), and b is the vector of partial regression coefficient. 

Table 6. Ordinary least squares for multiple regression (with respect to CER).  Dummy vari-
ables are listed in decreasing order of importance. 

We applied the estimated linear regression function for predicting the CER of 
speaker turns (5990 in the dataset) and for predicting CER of speakers (138 in the 
dataset).   For speaker turns, the regression predictor eliminated 19% of the variance 
compared to elimination of 33% of the variance by an optimal predictor assigning 
every speaker turn to the mean CER of the speaker.  For speaker CER prediction, 
53% of the variance is eliminated by the regression predictor.  

5.2   Discussion 

CER is highly dependent on the attributes we investigated.  Table 7 lists extreme 
cases for which the CER is very high (31.5%) or very low (5.1%).  The most impor-
tant attribute found is the style which accounts to a 13.1% (absolute) increase in CER 
for spontaneous speech. 

Table 7.  CER computed for test subsets using top 3 most important attributes.  CER standard 
deviation (σ) is computed using bootstrapping. 

Attribute Description : (Value) Regression Coeff. 
Style Planned:(0)  Spontaneous:(1) 13.1 

Network CCTV4:(0)  Dragon:(1) 7.3 
Gender Female:(0)  Male:(1) 3.2 

Channel Studio:(0) Telephone:(1) 2.7 
Speech + Noise No:(0)  Yes:(1)  2.5 
Speech + Music No:(0)  Yes:(1) 1.9 

Speech Rate char/sec:( |rate - 5.5|) 3.4 
Length Length:(length) 0.002  

Attributes CER σ Predicted CER 
Planned, CCTV4, Female 5.7 0.5 6.3 

Spontaneous, Dragon, Male 31.5 3.2 30.1 
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The second most important attribute found is the broadcasting network which may 
be attributed to topical differences between networks.  Gender is also found signifi-
cant (3.2%).  Speech over a telephone channel suffers from a degradation of 2.7% but 
more data is needed for a reliable estimate.  Degraded speech (music, noise) suffers 
from a degradation of about 2%.   The speech rate is also an important factor – a deg-
radation of 6% in CER is observed for high-rate speech.   

Finally, the amount of data per tested speaker is not found to be significant in the 
regression.  However, this is mostly due to the assumption that CER is a linear func-
tion of length.  When using a binary dummy variable for length (short vs. long) we 
observe that for speakers with test data shorter than 30 seconds, we get a regression 
coefficient of 7.3 (7.3% degradation for speakers shorter than 30sec, compared to 
speakers longer than 30sec).  For a 60 seconds threshold, we find a small regression 
coefficient of 0.2.  The degradation for speakers shorter than 30sec may be due to 
insufficient adaptation data or to some other unknown phenomena. 

6   Conclusions 

In this work, we consider the Mandarin broadcast speech transcription task in the 
context of the DARPA GALE project.  A state-of-the-art Mandarin speech recogni-
tion system is presented and validated on both BN and BC data.  Experiments demon-
strate that the MPE-based discriminative training leads to significant reduction in 
CER for this task.  We also describe in this paper a topic-adaptive language modeling 
technique, and successfully apply the technique in the broadcast transcription domain.  
Lastly, a comprehensive error analysis is carried out to help steer future research 
efforts. 
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