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The boon of computational science

Computational science provides a unique window through which
researchers can investigate problems that are otherwise impractical or
impossible to address, ranging from scientific investigations of the
biochemical processes of the human brain and the fundamental forces of
physics shaping the universe, to analysis of the spread of infectious
disease or airborne toxic agents in a terrorist attack, to supporting
advanced industrial methods with significant economic benefits, such as
rapidly designing more efficient airplane wings computationally rather
than through expensive and time-consuming wind tunnel experiments.
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The scourge of computational science

e Inputs to computational science are not linked with its
outputs.

— Inputs: Large quantities of data, complex data manipulation and/or
numerical simulation use of large and often distributed software stacks,
etc. (software, data, computation)

— Outputs: Research papers (text-based, non-interactive)

AUTHOR

e Authors and Readers -

approach computational

science from opposite directions

READER

e Post hoc association of
computational science inputs to outputs.
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* The paper is about weather forecast
model validation:

— 2 input datasets
— Different model setup
— Post-processed output as overlay images

e Science Object deployment plan:

— Datasets are from GFS

— A dataset could be related to its
initialization date

— Table 1 describes the experiments

— The model has to run on a HPC resource

— Figure 1 describes the results

UIV 1T INUIVILL 1T IO Pl\

eather forecasting ove

Validation of tie Uniparthenope ARW-W! ,rk 1 1 J lme 20 1 1 haE e) always ranging from SO 10 70%. However these values can be indicative of a good

A. Zinzi, R. Monflllla, G. Agrillo, A. Riceio, G. B
angelo zinzi@unigfithenope it

B | an extensive

uracy foe the selected fields.
by large differences arose from the analysis of the cloud coverage, whose average

oud cx from 206 to Z18 is sround 90%. In the first two configurations (whatever the

The ARW WRF flodel (Skemarok et al, 2008) is & widely used mesoseale model and bas been
chosen foe the PHDMETEO project at the University “Perthenope™ of Naples (ltaly) to provide
detziled weath sting over the Campania region

In this work 11" Wine 2011 has been identified &5 & case study, since & major convective event
originated &n extensive cloud coverage and large precipitations not forecasted by the operative
version of the model used at that time.

2. Model configurations

I pasticulsr, on the besis of works already published (e.g.. Moseatello et al., 2008; Migliets et al.,
2010; Lara-Fanego et al,, 2011), the configuration was the first described in Teble 1.

C F 2 [« 3
New Thomson | ETA ‘ Millbeandt-Yau

Longwave radiation RRTM

Shortweve radstion Dudhis

Surface layer MMS similarity

Land-surface S layer

PBL YSU

Cumulus Kain-Fritsch

Table 1: The different parameterizations of the models kere tested.

‘The modeflhas been set-up with three two-way nested domains: the largest (named dD1) comprising
all the Euffoe region st a horizontal resolution of 27 km, the second (402) centered on lialy with a
9 km 2nd the last (803), over Southern ltaly, with 2 resolution of 3 ken.

Has showglin Table 1, for this study oaly the microphysics scheme has been modified. Furthermore
also the inflialization date was changed, being set on 10™ June 200 2nd 11" June Z00. This resulted
in six diffiffeat model configurations, thet have been tested by mezns of two different technigues.
The first floe is the point-stat snalysis provided by the MET (Model Evalustion Tool) with
selected by the CISL Research Deta Archive ds337.0. In particular temperature &t
2 meters R4 relative humidity at different stmospheric layers (ie., 2 m, 850 and 500 hPa) have
been usedffbr comparison. These dats have been compared with the simulations of the 402 domain
206, 21l and 218 of 11 June 2011,

‘The other flnalysis has been focused on the clowd coversge, using Eumetsat data. In particuler, the
cloud masfl dataset has been compered with & similer verisble computed from the model results in
e dorn ———————————

3. Data analysis

By means of the point-stat analysis no sensible difference has been found
model configurations, with a percentage of hits (.. points with values

Configuration 1 Configuration 2

Configuration 3

Microphysics

New Thomson ETA

Millbrandt-Yau

Longwave radiation

RRTM

Shortwave radiation

Dudhia

Surface layer

MMS similarity

Land-surface

5 layer

PBL

YSU

Cumulus

Kain-Fritsch

Table 1: The different parameterizations of the models here tested.

tate) the simulations have average clowd coverage not larger than 25%, whereas the
third microphysics allowed to reach & 70% cloud coverage mean value, much more similar 1o the
observed one. In addition the percentage of hits is between 65 and 0% with this latter and lower
than 3% in the other cases.

1t is 2lso worthy to note thet the two model in Configuration 3 do rot produce similar results. I
particular they show different hourly trends, with thet initiglized on 10" June seeming to display &
delay of 3 hours respect to the observations, even if with a cloud coverage value always 20% lower
than the observed one. The same cannot be seid for the other version of the model, that caly
displays & slight similasity if the delay reaches 6 houss.

By looking at Figure 1, it s clezr that, taking into sccount the 3 hours deley described above, the
model initialized ca 10” June is able 10 reproduce with good sccurscy the cloud coverage over &
large fraction of the anslyzed ares, with major differences between model and observations caly
present over the sea.

rvaticas (left, Z12) and Model C initialized on 10" June 2011
(rght, Z15), & 10 sccount the 3 hours delayflscribed in the text.

4. Conclusions and futur|

The work here proposed seemsflb demonsteate thet, in the case offfevere conveetive phenomen, the
Millbrandi-Yau microphysics, Juitialized the day before the effot, is swongly supgested for the
ARW WRF model over Southh lisly.
In the future further 2nd tests of the model hay
the d03 domain thet with
frun without cumulus perameterization.

10 be performed. In particular &
km resolution, should be shle to

JReferences: Lara-Fanego et al, 2011, Evalustion of the WRE fRodel solar irradisnce forecas
JAndalusia (Southern Spain), Solar Energy, doi: 10,1016 soledfr.2011.02.014; Moscatello et
poos, Numerical Anslysis of & Mediterranesn “Hurricane™ Southesstern ltaly, Monthly
SRO08MWR2512.1; 10 WRF model and ASAR

fetrieved 10 m wind field comparison in & case study over Eastern Mediterrancen Sea, AGv. Space
= e e description of the Advanced Research
4 croscale Meteorology Division, National
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Example 2: Policy Paper

special conditions or circumstances that differentiate them from more recent statutes.
Iowa, the earliest RPS (1983), had requirements so small (~ 1% of state electricity sales;
[4, 12]) that they could not be expected to affect the renewables industry significantly.
Maine (2000) allowed existing facilities to contribute to the renewable portfolio and the
RPS was initially met by existing hydropower rather than new construction [6]. Texas
(1999) possesses such anomalously strong wind resources that development of windpower
in the state could be driven largely by the federal Production Tax Credit and Investment
Tax Credits with the state RPS playing a much less significant role. (The Production Tax
Credit and Investment Tax Credits, henceforth “PTC”, reimburse qualifying renewable
generators for up to 30% of the installed cost. See Appendix A.1 for further discussion.)
Current Texas REC prices remain so low (~ 81 per MWh; [13]) that the state RPS is not
a significant subsidy for windpower in Texas, and current construction implies that Texas

Wwind capacity will reach its 10 GW target almost fifteen years ahead of RPS-mandated
requirements |14]. Prediction of the expected evolution of renewables implementation
Grider the 2006-20711 Statutes theretore requires new analysis.

Texas = 350 1

Iowa 3,670 o 2

California 2,739 443 3

Oregon 2,095 201 a4

Washington 1,964 735 =

Illinois 1,848 587 s

Minnesota 1,818 &77 T

New York 1,274 os 8

Colorado 1,248 R S

Indiana 1,238 p=2= 10

19 DO T AaAa <
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Example 3: Data Mining Paper

e Dataset description: The NCI-60 data set contains anticancer screening results for more than
40,000 compounds. It is publicly available in the PubChem BioAssay database(38) as 73 bioassays
with the name of NCI human tumor cell line growth inhibition assay under the DTP/NCI data
source. In this work, only the top 60 bioassays (referred hereafter as NCI-60) with the largest
number of tested compounds were selected (Supporting Information, Table S1). Relevant
bioactivity data were downloaded at the PubChem FTP site (ftp://ftp.ncbi.nlm.nih.gov/pubchem/
Bioassay, accessed on December 9, 2010). A total of 5083 compounds were found commonly
tested in all of the 60 bioassays. Additional data set characteristics are summarized in Supporting
Information.

o Dataset description: The Burnham Center for Chemical Genomics (BCCG) has launched a screen-
ing campaign for aqueous solubility against the NIH Molecular Libraries Small Molecule
Repository (MLSMR), which contains more than 350000 compounds. The resultant bioassay
(PubChem AID: 1996) was deposited publicly in the PubChem BioAssay database.(31) As of June
18, 2010, this bioassay stored experimental solubility data for 47567 compounds. The solubility
data can be downloaded from the PubChem FTP site (ftp://ftp.ncbi.nlm.nih.gov/pubchem/
Bioassay/). All compounds were measured using a standard protocol under the same conditions.
(32) We consider that data set compiled from a single source, e.g., those used in this work, is
more advantageous for statistical studies than those compiled from various sources (Supporting
Information, Table S1).
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Current state-of-the-art

e Online digital repositories
— PubMed has over 21.78 million abstract records
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— Create and share virtual images

e Loosely-connected: Disconnected with the
claims and findings in the paper




Readability desired by readers and reviewers

e Tightly-integrated
— Link a concept in paper to its implementation in
source code;

— Link a dataset description to its metadata and digital
object identifiers (DOls);

— Link a figure in the paper to its derivation and
workflow, and

— Link data values referenced from another paper
sources to the exact location in that other paper’s
PDF source.
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models need a denominator that contains 1the counts of the number of tnals each binomial is based on. For V1 cara this
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Author Burden

e Transform
— Each science object into a form amenable to linkage with a paper
— Associate classes and functions in source code with URLs,
— Record datasets in registries with locations and access methods

— Cast data analysis pipelines as workflows with appropriate
wrappers and web services that specify inputs and functional
forms,

— Associate with software on a adequately provisioned virtual image.
e Manage
— The manner in which linkages are represented in papers.

— Unwieldy URL usage, especially when an object is referenced
multiple times.

e Present

— Clicking on a science object link should lead to adequate
presentation to the user.
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Relieving Author Burden and Improving

Readabilit

e Automation:

— Simplify associations of data, source code, executions, complex flows, and provenance to the research
paper.

— An adequate representation of the associated

— Curate the associations in a bibliography-like specification,

—  Provide multiple views of datasets and analyses.

In effect provide publication-as-a-service.

e Interactive Performance:

— Must work just as effectively with remote operations, scheduling of resources and provide real-time
access to distant instruments and data resources.

e Usability:
— A usable interface to explore and analyze data in publications.

— Maintain the document metaphor that has governed readership for centuries.

e Sharing model:

— A supporting framework that provides effective means for data, model sharing and collaboration for
diverse and distant groups of researchers and students to coordinate their work.

e Attribution Model:

— The supporting framework must include usage statistics

www.ci.anl.gov
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SOLE: Science Object and Linking

e http://www.ci.uchicago.edu/SOLE

e Introduces the publication-as-a-service, by
providing tools to authors to associate science

objects with publications.

e Publication infrastructure for hosting interactive
scientific papers

e Improves:

— Transparency SOLE

— Reproducibility

— Repeatability




SOLE Framework

Interactive
Publication
Display

Remote Environment

Authors Execution Environment Readers

Science Objects Interactions
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Interactions

Purpose Types of Interactions
Reuse Reuse and share data, method and processes or any constituent part of it.
Repeat Execute the processes in the same execution order as the original publications.

Reproduce Repeat but with a different data, method, hardware, etc.

Reference Be able to reference data, methods, and processes at various granularities.

Reveal Be able to audit, review, and validate results.

Thanks to David DeRoure for the taxonomy.

In: Bechhofer, S., De Roure, D., Gamble, M., Goble, C., Buchan, I., Research objects:
Towards exchange and reuse of digital knowledge.

The Future of the Web for Collaborative Science, 2010.
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Science Objects

e Science Objects are

Data Source SO

created by authors

— Simple tags in source

http://..?i=.. Data Sink SO

Name

code

— SDKs
— Interactive web portals

FJ Computing SO

Data Source SO

—

— Data Types

laaS

Components
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° Open tag ###_t@initlsetuplimportlv_vorking dirgctory
options( prompt="", continue="", width= 60)
format: #H##Ht@ options(error= function(){
## recover()
options( prompt=">", continue="+", width= 80)

* Close tag }
format:

source( "~/thesis/code/peel.R")
Hitt @ source( "~/thesis/code/maps.R[")
###t@dataset directory
texWd <- path.expand( "~/thesis/analysis")
. rasterWd <- path.expand( "~/thesis/data/analysis")
* Tag naming: dataPath <- path.expand( "~/thesis/data")
tagl|tag2|...| setwd(rasterwd)

(ﬂ uidinfo I|ke) overwriteRasters <- TRUE
overwriteFigures <- TRUE

e Element # studyArea used to work out RMSE

. # calcs and tables
attributes: ##studyArea <- "thumb”

Key/VaIue peelBands <- peelClasses +1
HH@

www.ci.anl.gov
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Source Code Association

111 LR aggregate
aqgreqateFractions <= funotion
| nlot, agqRes» 5/60, overwriter
FALSE, +vi) |
399BriokFile <»
11 nlotshain < 1)
paste| deparse| substitute

| nlot)),
"Min®, nlet§inin)
else
paste( deparse| substitute
[ nlot)))

nlot§agy -
11 overvrite)
aggreqate| mlotsfraocs)
else
briok( list.files(getwd{)})
layerfames( mlotfagg) <=
layerNames| mlot$fracs)
nlot
)
" ee

>>./sole.sh ./test.R

] .~ »

2. Run SOLE;
Create SO

1. Authors identify science
objects with human-readable

tags

Load Create Link View Configure Account

Reclassity
Reproject

Agagregate

Virtual I‘in_ages
ami-102991
ami-102%92
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111 LR aggregate
aggregateFractions <=
funotion( mlot,
aggRes~ 5760,
overwrite» FALSE, ...}
{
A99BrickFile <-
if( mlot$dain < 1)
paste| deparse
| substitute( mlot)),
“Min®,
mlot§inin)
else
paste| deparse
| substitute( mlot)))
nlot§agg <~
if| overvrite)
aggregate| mlot
§iracs)
else
briok
| list.files(getwd())}
layerfiames( mlot
$393) <~ layerNarmes
| mlot$fracs)
nlot

)
" e

Step 3: Search SO with tag name and (ink

3. Search SO with tag name and link
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Annotation Association

T T T H@tbl réclassification of MLCT

MLCT/IGBP PEEL;
0 water water
1  evergreen needleleaf forest
2  deciduous needleleaf forest
3  evergreen broadleaf forest forest
4  deciduous broadleaf forest
5 mixed forests
6 closed shrublands
7  open shrublands shrub
8  woody savannas
) savannas
10 grasslands open
11 permanent wetlands wetland
12 croplands crop
13 urban urban
14 cropland / natural vegetation mosaics mosaic
15 permanent snow and ice
16 barren or sparsely vegetated barzen

www.ci.anl.gov
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Workflow Association

e Workflow input #i#i-tiff @reclassification
primary_namefile <- "thumb_2001_Ict1.tif"

secondary_namefile <- "thumb_2001_Ictl_sec.tif"

pct_namefile <- "thumb_2001_Ictl_pct.tif"

HH@
* Software unit ##t#sw@reclassification
tag thumb <- mictList( primary_namefile,
secondary_namefile,
pct_namefile)
HHH#sw@

. Inputs and ##itiff@calculate
##o:tiff@reclassification

O Utp uts primary_reclassified <- filename(thumbS$pri)

secondary_reclassified <- filename(thumbS$sec)

##Ho@

#HiHi@
HHHsw@calculate

thumb <- mictList( primary_reclassified,secondary_reclassified)

#ittsw @

www.ci.anl.gov
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Workflow Association

SOLE

Create Load Tag Account

— Science Objects

+ Source Code

+ Annotations

— Web Service/Workflow
Algorithm Workflow
Mict Data
calculate
reclassification

Virtual Images

Master of ArtsM.A. Geography & Environmental Studies

August 2011

Synthesis of a complete land us
data set for the conterminous U
emphasizing accuracy in a
distribution of agricultural

Neil A. Best

 The defined SOs for the paper
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Attach the SO to a word in the paper

SOLE

Create Load Tag Account

o Institute

DEPARTMENT
QK PPLIRD SCIENCE

J YIIUIITSIS U O CUIIIPITIU ITAIu UusStIanmu CoUven T
. . . . ext
* Selence Objects data set for the conterminous United States | s "
. . o Path: Wd-w
emphasizing accuracy in area and =

distribution of agricultural activity

Neil A. Best

Abstract:

This paper presents an effort to produce a new land cover data set for the conterminous United
States of America (cUSA) that augments available agricultural land use data with other uses

and natural covers to create a complete landscape characterization. Using the Agland2000 data
set as a benchmark we formulate a hybridization of the MODIS Land Cover Type (MLCT) for
2001 and the 2001 National Land Cover Database (NLCD) that is particularly tailored to serve
as an initialization data set for long-term economic land use change models. In order to strike a

LN DU S C S [ S S I DU [ E 2N U . R [ —_——— T -———— R —— S

| Search |

Select one record:

tbl reclassification of MLCT (pdf annotation)
Mict Data (Linkage SO)

prepare MLCT (pdf annotation)

tbl reclassification of MLCT (pdf annotation)
prepare MLCT (pdf annotation)

mlictReclass (code)

mictList (code)

e Attach the SO to a word in the paper
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Workflow Asociation

&« C M [ ec2-50-17-179-54.compute-1.amazonaws.com/~quanpt/geo/ =

ﬁ DataBlogs ﬁTech @ Apple 2 Google Maps [ YouTube D Wikipedia ﬁAru ﬁ UChicago ﬁ Mail ﬁ News ﬁ Popular ﬁ Imported From Safari

SOLE Create Load Tag Account

DY PARTMINT
PAPPLIILD SCIINCI

University of Napol: Parthenope

. : 3 . e
~ Science Objects 2 A]gomthm reclassification :
+ Source Code ta, reclassification
. i
+ Annotations Our general algorithmic approach can be summarized as follows. g
~ Web Filename datasets.R
. 1.Prepare MLCT data. m primary_namefile:tiff,
Serv lworkﬂow Inputs  secondary_namefile:tiff,
Algorithm (a)Reproject to geographic coordinates and mask cUSA study area. pet_namefile:tiff
Workflow ; ified:ti
- U primary_reclassified:tiff,
Mict Data (b)Reclassify to PEELO classification (Table 3). Outputs secondary_reclassified:tiff
calculate (c)Calculate per pixel, per class areas at native resolution as a function of Synthesis of a Complete Land
reclassification parameter Amin (see Section 3.1.2). Description Use/Lanq Cover Dataset for the
Virtual Images Conterminous ...
(d)Aggregate the new classification to the 5 grid, combining MLCT primary http://storm.uniparthenope.it:18080/workflc
class, coni—- dence, and secondary class values. Uri id=e34443fdcf00d13c
The algorithm described here will be performed on the subset of the global 5-

e Attach the SO to a word in the paper

www.ci.anl.gov
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Workflow Run

&= = ﬁ [ ec2-50-17-179-54.compute-1.amazonaws.com/~quanpt/geo/

ﬁ DataBlogs ﬁ Tech

@ Apple

2 Google Maps [ YouTube D Wikipedia ﬁ Aru ﬁ UChicago ﬁ Mail

ﬁ News ﬁ Popular ﬁ Imported From Safari

SOLE Create Load Tag Account

- Science Objects
+ Source Code
+ Annotations
- Web
Service/Workflow
Algorithm
Workflow
Mict Data
calculate
reclassification
Virtual Images

2Algorithm

Our general algorithmic approach can be summarized as follows.
1.Prepare MLCT data.

(a)Reproject to geographic coordinates and mask cUSA study area.
(b)Reclassify to PEELO classification (Table 3).

(c)Calculate per pixel, per class areas at native resolution as a function of
parameter Amin (see Section 3.1.2).

(d)Aggregate the new classification to the 5 grid, combining MLCT primary
class, coni=- dence, and secondary class values.

The algorithm described here will be performed on the subset of the global 5-
arc-minute grid that contain land area of the 48 contiguous states of the
United States but is intended to be applied globally. As we will discuss in
Chaoter 2 when the base data sets are described in ereater detail the MLCT is

A

Running | Expand All || Collapse |
workflow "reclassification
(imported from uploaded
file)"

| Step 1: reclassification

[ Send results to a new history

A
(1] 4=
Unnamed history 7349 Kb

www.ci.anl.gov
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Workflow Run

SOLE Create Load Tag Account

DYPARTMINT
COSAPPLIID SCIINCE

- Science Objects
+ Source Code
+ Annotations
- Web
Service/Workflow
Algorithm
Workflow
Mict Data
calculate
reclassification
Virtual Images

2Algorithm

Our general algorithmic approach can be summarized as follows.
1.Prepare MLCT data.

(a)Reproject to geographic coordinates and mask cUSA study area.
(b)Reclassify to PEELO classification (Table 3).

(c)Calculate per pixel, per class areas at native resolution as a function of
parameter Amin (see Section 3.1.2).

(d)Aggregate the new classification to the 5 grid, combining MLCT primary
class, coni~- dence, and secondary class values.

g o SUNNRNE I X SUNUR () S ) S0 L L S . S N S —— S ——_ T S . .

Successfully ran workflow "reclassification
(imported from uploaded file)". The
following datasets have been added to the
queue:

21: primary_reclassified:tiff

22: secondary_reclassified:tiff

23: Stdout/err mictreclass

www.ci.anl.gov
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Digital Repository Association

e Capture the traversal of links on the website.

e Present them as science objects
— With search terms
— Full lineage

— Important URLs in the step




Science Object

Could be seen as an abstract component responding to events

A fully described SO has 4 working contexts

Acting
Performing data operations
(datasets, instruments, program execution, virtual machine instancing)

Visualizing

Rendering the object on a live media (web site)

Printing

Rendering the object on a immutable media (printed paper)

Interacting
The SO has to be managed using a web GUI

Each context is enforced in a different environment
Different contexts connect using distributed computing techniques

www.ci.anl.gov
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Science Object (Cntd)

e« The Acting context is executed in a virtualized
environment

e Events:
— onInit: fired when the SO is created

— onStageln:
fired when data have to be moved in the SO local scratch
area

— onRun: fired when the SO has to do something as a program
runs

— onStageOut: fired when data have to be pushed back
— onFinalize: fired before the SO has to be destroyed

e The VM could be instanced under the reader credentials

www.ci.anl.gov
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Demo time

e http://www.ci.uchicago.edu/SOLE

e« Two examples of research papers from the Center
for Robust Decision making on Climate and Energy
Policy (RDCEP)

1. The author must associate the text and embedded
figures with science objects that include datasets,
algorithmic descriptions, computational analysis
workflows, and workflow executions

2. The author must associate descriptions in the paper
with a set of data values, each of which is embedded in
another research paper.

3. PubChem papers with data descriptions and the
association of search objects




Conclusions

e The next generation of scientists

will interact with living, >l‘ @
reproducible, enhance-enabled ﬂu,d,rg S~/
publications. ;1

{ avoid to re-invent the wheel, 10@ % ' amazon
speed-up science with deep social cooperation} | = 1 veosens”
e High Performance Cloud Computing “

e W g Bt P s S
-

will be behind the scene
{ HPCC means elastic scalability }

e SOLE is an application based on this vision
thing.

www.ci.anl.gov
WWW.Ci. ch icago.edu
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