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ABSTRACT
Contracts are a simple yet very powerful form of specifi-
cation. They consists of method preconditions and post-
conditions, of object invariants, and of assertions and loop
invariants. Ideally, the programmer will annotate all of her
code with contracts which are mechanically checked by some
static analysis tool. In practice, programmers only write few
contracts, mainly preconditions and some object invariants.
The reason for that is that other contracts are “clear from
the code”: Programmers do not like to repeat themselves.
As a consequence, any usable static verification tool should
provide some form of contract inference.

Categories and Subject Descriptors
D [Software]: Miscellaneous; D.2.1 [Software Engineer-
ing]: Requirements/Specifications; D.2.4 [Software Engi-
neering]: Software/Program Verification—Assertion check-
ers,Programming by contract
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1. CONTRACT INFERENCE
Abstract interpretation [2] provides the theoretical foun-

dations for automatic contracts inference. The contract in-
ference problem is just an abstraction of the trace semantics.
For instance, a loop invariant is an abstraction of the states
reaching the loop head and an object invariant is an ab-
straction of all the states reachable in the steady points of
an object [8].

1.1 Loop invariants
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Abstract interpretation provides an elegant methodology
to infer loop invariants. First, set up a sound abstract do-
main. The abstract domain captures the properties of in-
terest, e.g., the shape of the heap, linear inequalities among
program variables [6], or array contents [5]. Soundness guar-
antees that no concrete behavior is ignored. In practice, the
analysis abstract domain is built by composing atomic ab-
stract domains. Second, set up the abstract operations and
transfer functions. The abstract operations combine two ab-
stract elements, the transfer functions describe how abstract
states are modified by atomic program statements. Third,
design convergence operators (widening, narrowing). Con-
vergence operators guarantee that the loop inference process
actually terminates.

Finally, the inferred loop invariant is just the abstract el-
ement at the loop head computed by the abstract semantics
above. In practice, as the loop invariant is mainly used by
the tool, we are not interested in having a “nice-looking”
invariant.

1.2 Postconditions
Theoretically, an inferred postcondition is similar to a loop

invariant: it is just the abstract element at the method re-
turn point. However, in practice we’d like to have “nice-
looking” and compact postconditions, e.g., without redun-
dant information. At this aim, the postcondition inference
proceeds as follows. First, project all the locals from the
abstract state — they are not visible to the external callers.
Second, ask each atomic abstract domain to serialize its
knowledge into a user-readable form — the abstract domains
may have a very compact and optimized representation of
their elements, not suitable to appear in a contract. Third,
remove the contracts that already appear in the source code
as postconditions. Fourth, sort and simplify the redundant
postconditions.

1.3 Preconditions
We differentiate among sufficient and necessary precondi-

tions. If valid, a sufficient precondition guarantees the callee
is correct, but nothing can be said if it not valid — the callee
may or may not be correct. If not-valid, a necessary precon-
dition guarantees the callee is incorrect, but nothing can be
said if it is valid. When automatic inference of preconditions
is considered, we advocate the inference of necessary precon-
dition. In fact, a sufficient precondition can be too strong for
a caller — at worst false. On the other hand, a necessary
precondition is something that should be satisfied by the
caller, otherwise the program will definitely fail later. We
designed several algorithms to infer necessary preconditions:



atomic, with disjuctions, and for collections [4]. Necessary
preconditions can be easily checked to be also sufficient by
injecting them and reanalysing the callee [3].

1.4 Object Invariants
We differentiate among reachable and necessary object in-

variants. A reachable object invariant characterizes all the
fields values that are reachable after the execution of the
constructor or any public method in the class [7]. A nec-
essary object invariant is a condition on the object fields
that should hold, otherwise there exists a sequence of pub-
lic method calls causing the object into an error state [1].
Reachable and necessary object invariants are complemen-
tary, and both can be used to improve the precision of
contract-based static analyzers.

2. CONCLUSIONS
Inferred contracts are vital for the success of verification

tools. In our static contract checker, cccheck/Clousot, we
spent a large amount of time to implement, refine, and op-
timize the contract inference algorithms.
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