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[Deng & Yu 14]
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Scientists See Promise in Deep-Learning Programs
John Markoff November 23, 2012

Rick Rashid in Tianjin, China, October, 25, 2012

A voice recognition program translated a speech given by Richard F. Rashid, 

Microsoft’s top scientist, into Chinese. 

Geoff Hinton

The universal translator on “Star 

Trek” comes true…
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Cortana
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Geoff Hinton

DNN: (Fully-Connected) Deep Neural  Networks
Hinton, Deng, Yu, et al., DNN for AM in speech recognition, IEEE SPM, 2012

First train a stack of N models each of 

which has one hidden layer. Each model 

in the stack treats the hidden variables 

of the previous model as data.

Then compose them 

into a single Deep Belief 

Network.

Then add outputs 

and train the DNN 

with backprop.

Li Deng

Dong Yu
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CD-DNN-HMM 
Dahl, Yu, Deng, and Acero, “Context-Dependent Pre-
trained Deep Neural Networks for Large Vocabulary 
Speech Recognition,” IEEE Trans. ASLP, Jan. 2012

Seide, Li, and Yu, “Conversational Speech 
Transcription using Context-Dependent Deep Neural 
Networks,” INTERSPEECH 2011.

After no improvement for 10+ years by the 

research community…

MSR reduced error from ~23% to <13% 

(and under 7% for Rick Rashid’s S2S demo)!
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denver, sushi, downtown
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• 𝜎

Input features 𝑥

𝑧 =  𝑖=0
𝑛 𝑤𝑖𝑥𝑖

Output: 𝑃(1|𝑞, 𝑐)

𝑦 = 𝜎 𝑧 =
1

1+exp(−𝑧)
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Input features 𝑥

1st hidden layer 𝑦1 = 𝜎(𝐖1𝑥)

Projection matrix 𝐖1

Projection matrix 𝐖2

2st hidden layer 𝑦2 = 𝜎(𝐖2𝑦
1)

Vector 𝑤

Output layer 𝑦𝑜 = 𝜎(𝑤𝑇𝑦2)

This is exactly the single neuron model

with hidden features.

Feature generation: project raw input 

features (bag of words) to hidden features 

(topics).



22Microsoft Research

[Bengio 09]

This is exactly the single neuron model

with hidden features.

Project raw input features to hidden

features (high level representation).
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Standard Machine 

Learning Process
Deep Learning

Adapted from [Duh 14]
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Tasks X Y

Machine translation Text in language A Translation in language B

Web search Search query Web document

Image captioning Image Caption

Question Answering Question Answer 
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hot

Text string X

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

one-hot targetDist=Xentropy
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hot

Text string X

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

“vector”-valued “target”

Dist≠Xentropy
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hot

Text string X

H1

H2

H3

W1

W2

W3

W4

Input s

H3

“vector”-valued “target”

Text string Y

H1

H2

H3

W1

W2

W3

Input t1

H3

Semantic representation

Distance(s,t)

W4
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Text string X

H1

H2

H3

W1

W2

W3

W4

Input s

H3

Text string Y

H1

H2

H3

W1

W2

W3

Input t1

H3

Distance(s,t1)

… …… …

W4

hot



Part II

Deep learning in statistical 

machine translation (SMT)
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S: 救援人员在倒塌的房屋里寻找生还者
T: Rescue workers search for survivors in collapsed houses

[Koehn 2009]
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MLE: 𝑃 𝒕 𝒔 =
𝑁 𝒔,𝒕

 
𝒕′
𝑁 𝒔,𝒕′

Simple, but suffers the data sparseness problem

(𝒔, 𝒕)
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Tasks X Y

Machine translation Text in language A Translation in language B

Web search Search query Web document

Image captioning Image Caption

Question Answering Question Answer 
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model # parameters

unigram    P(w1) 20,000

bigram      P(w2|w1) 400M

trigram      P(w3|w1w2) 8 x 1012

4-gram   P(w4|w1w2w3) 1.6 x 1017

[Manning & Schütze 99]

• 𝑃 𝑤1𝑤2…𝑤𝑛 = 𝑃 𝑤1 𝑃(𝑤2|𝑤1) 𝑖=2…𝑛𝑃(𝑤𝑖|𝑤𝑖−2𝑤𝑖−1)

the dog of our neighbor barks



41Microsoft Research

[Mikolov+ 11]

dog

barks

runs

m𝑡: input one-hot vector at time step 𝑡
h𝑡 : encodes the history of all words up to time step 𝑡
y𝑡 : distribution of output words at time step 𝑡

𝐳𝑡 = 𝐔𝐦𝑡 +𝐖𝐡𝑡−1
𝐡𝑡 = 𝜎(𝐳𝑡)
𝐲𝑡 = 𝑔(𝐕𝐡𝑡)

where

𝜎 𝑧 =
1

1+exp(−𝑧)
, 𝑔 𝑧𝑚 =

exp(𝑧𝑚)

 𝑘 exp(𝑧𝑘)

…
 …

mt

ht-1

yt

VU

W h
t

…
 …

𝑔(. ) is called the softmax function
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…
 …

mt

mt-1

mt-2

ht-3

ht-2

ht-1

yt

VU

U

U

W

W

W h
t

𝐳𝑡 = 𝐔𝐦𝑡 +𝐖𝐡𝑡−1
𝐡𝑡 = 𝜎(𝐳𝑡)
𝐲𝑡 = 𝑔(𝐕𝐡𝑡)

where

𝜎 𝑧 =
1

1+exp(−𝑧)
, 𝑔 𝑧𝑚 =

exp(𝑧𝑚)

 𝑘 exp(𝑧𝑘)

wt-1wt-2 wt wt+1
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• 𝑃(𝑡𝑖|𝑡𝑖−2𝑡𝑖−1, 𝑆)

• How to model 𝑆?
• Entire source sentence or aligned source words

• 𝑆 as a word sequence, bag of words, or vector representation

• How to learn the vector representation of 𝑆?

• Neural network joint models based on 

• RNN language model [Auli+ 13]

• Feedforward neural language model [Devlin+ 14]



45Microsoft Research

Cisco

issued

earnings

guidance

Boston

high 

probability

…
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• Not robust to noise

…
 …

mt

ht-1

yt

VU

W h
t

…
 …

VU

ht

delayed
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Information flow in an LSTM unit of the RNN, with both diagrammatic and mathematical descriptions. W’s are weight matrices,

not shown but can easily be inferred in the diagram (Graves et al., 2013).
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Part III

Deep Learning for Semantic 

Representations
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• Sentence to vector 

• The deep semantic similarity model (DSSM)

• Convolutional & Recurrent DSSM

• Applications to IR and contextual entity ranking

• Multimodal semantic learning for image captioning
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a man is reading the new york times

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

Raw text, e.g., a 

sequence of words

each non-linear layer gradually 

extracts deeper invariance

Abstract representation

in the semantic space
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Tasks Source Target

Web search search query web documents

Ad selection search query ad keywords

Contextual entity ranking mention (highlighted) entities

Online recommendation doc in reading interesting things / other docs

Machine translation phrases in language S phrases in language T

Knowledge-base construction entity entity 

Question answering pattern | mention relation | entity

Personalized recommendation user app, movie, etc.

Image search query image

Image captioning image text

…
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Tasks Source Target

Web search search query web documents

Ad selection search query ad keywords

Contextual entity ranking mention (highlighted) entities

Online recommendation doc in reading interesting things / other docs

Machine translation phrases in language S phrases in language T

Knowledge-base construction entity entity 

Question answering pattern | mention relation | entity

Personalized recommendation user app, movie, etc.

Image search query image

Image captioning image text caption

…
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• Sentence to vector 

• The deep semantic similarity model (DSSM)

• Convolutional & Recurrent DSSM

• Applications to IR and contextual entity ranking

• Multimodal semantic learning for image captioning
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a man is reading the new york times

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

he semantic meaning of texts –
to be learned – is latent 
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Deep Structured Semantic Model/Deep Semantic Similarity Model (DSSM)

Sentence to vector!

The DSSM is built upon sub-word units for scalability and generalizability 

e.g., letter-trigrams, phones, roots/morphs, instead of words

The DSSM is trained by optimizing an similarity-driven objective

projecting semantically similar sentences to vectors close to each other

projecting semantically different sentences to vectors far apart

The DSSM is learned from various signals, with or without human labeling effort  
semantically-similar text pairs 
e.g., user behavior log data, contextual text

Deep Structured Semantic Model

Huang, He, Gao, Deng, Acero, Heck, “Learning deep structured semantic models for web 
search using clickthrough data,” CIKM, October, 2013
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s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔 𝒗𝒕+ 𝒗𝒕−

Initialization:

Neural networks are initialized with random weights

DSSM: a similarity-driven Sent2Vec model

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4

Letter-trigram 

embedding matrix

Letter-trigram encoding

matrix (fixed)
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s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500Letter-trigram 

embedding matrix

Letter-trigram encoding

matrix (fixed)

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔 𝒗𝒕+ 𝒗𝒕−

DSSM: a similarity-driven Sent2Vec model

Compute 

gradients
 𝜕

𝒆𝒙𝒑(𝒄𝒐𝒔 𝒗𝒔 , 𝒗𝒕+ )

 𝒕′={𝒕+,𝒕−} 𝒆𝒙𝒑(𝒄𝒐𝒔 𝒗𝒔 , 𝒗𝒕′ )
𝜕W

cos(𝑣𝑠, 𝑣𝑡+) cos(𝑣𝑠, 𝑣𝑡−)

Compute Cosine similarity between semantic vectors 

Training:

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4
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s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500Letter-trigram 

embedding matrix

Letter-trigram encoding

matrix (fixed)

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔

DSSM: a similarity-driven Sent2Vec model
Runtime:

𝒗𝒕𝟏 𝒗𝒕𝟐

similar apart

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4



67Microsoft Research

dim = 100M

dim=500

dim = 50K

Bag-of-words vector

embedding vector

word embedding 

matrix: 500 × 100𝑀

dim = 100M

dim=500

Bag-of-words vector

embedding vector

SWU embedding 

matrix: 500 × 50𝐾

SWU encoding

matrix

𝑊

𝑈

𝑉

Could go up to extremely large

𝑊 → 𝑈 × 𝑉

Preferable for large scale NL tasks

 Arbitrary size of vocabulary (scalability)

 Misspellings, word fragments, new words, etc. (generalizability) 
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• -> #cat# 

• Tri-letters: #-c-a, c-a-t, a-t-#.

• |Voc| (500K)  |Letter-trigram| (30K)

Vocabulary 
size

Unique letter-tg
observed in voc

Number of 
Collisions

40K 10306 2   (0.005%)
500K 30621 22 (0.004%)

What if different words have the same word 

hashing vector (collision)?
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.…1,...0…                    1,…    1,…
…#-c-a           …… c-a-t ...a-t-#

…

 

𝑘=1

𝐾

(𝛼𝑐𝑎𝑡,𝑘 ∙ )
Letter-trigram embedding 

matrix

# total letter-trigrams

dim

𝒖𝑘

Count of LTG(k)

in the word “cat” 𝒖:The vector of LTG(k)

Example: cat → #cat# → #-c-a, c-a-t, a-t-# 
(w/ word boundary mark #)

𝒗 𝑐𝑎𝑡 =
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𝑃 𝑑+ 𝑞 =
exp 𝛾 𝑐𝑜𝑠 𝑣𝛉(𝑞), 𝑣𝛉(𝑑

+)

 𝑑∈𝑫 exp 𝛾 𝑐𝑜𝑠 𝑣𝛉(𝑞), 𝑣𝛉(𝑑)
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𝑃 𝑑+ 𝑞

Please refer to the full version of the paper for detailed derivation.
[Huang, He, Gao, Deng, Acero, Heck, 2013]

𝜕𝑷(𝒅+|𝒒)

𝜕𝜽
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how to deal with stuffy nose?

stuffy nose treatment

cold home remedies

QUERY (Q) Clicked Doc Title (T)

how to deal with stuffy nose best home remedies for cold and flu

stuffy nose treatment best home remedies for cold and flu

cold home remedies best home remedies for cold and flu

… … … …

go israel forums goisrael community

skate at wholesale at pr wholesale skates southeastern skate supply

breastfeeding nursing blister baby clogged milk ducts babycenter

thank you teacher song lyrics for teaching educational children s music

immigration canada lacolle cbsa office detailed information [Gao, He, Nie, CIKM2010] 
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1) Single layer learning: Restricted Boltzmann Machine (RBM)

2) Multi-layer training: deep auto-encoder, learn internal representations

Model is trained to minimize the reconstruction error

500

300

500

500

500

40K

Step1: get initial weights 

from RBM

Step2: auto-encoder

500

40K

500

300

500

40K

500

𝑊1

𝑊2

𝑊3

𝑊3
𝑇

𝑊2
𝑇

𝑊1
𝑇

Document

Document

unrolling

[Salakhutdinov & Hinton 2007, 2010]

Embedding 

of the document

re-construction error 
(to be minimized in training)
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vqry vdoc

𝑐𝑘𝑐1

𝑡1 𝑡𝑑

𝐴𝑑×𝑘
𝑉𝑞𝑟𝑦 = 𝐴

𝑇𝐹𝑞𝑟𝑦

𝑓sim  𝐯𝑞𝑟𝑦 , 𝐯𝑑𝑜𝑐   

[Yih, Toutanova, Platt, Meek, 2011]
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• The DSSM learns superior semantic embedding

• Letter-trigram + the DSSM gives superior results

The higher the NDCG  score the better, 1% NDCG difference is statistically significant.

Docs are ranked by the cosine similarity between query vector and doc vector

The DSSM improves 

5~7 pt NDCG over 

shallow models

93

NDCG@1

BM25 30.8

LSA (Deerwester et al., 1990) 29.8

PLSA (Hofmann 1999) 29.5

Auto-Encoder (Hinton et al., 2010) 31.0

DPM (w/ S2Net (Yih et al., 2011)) 32.9

Word Translation Model (Gao et al, 2010) 33.2

Bilingual Topic Model (Gao et al., 2011) 33.7

DSSM 36.2
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embedding

vector

re-construction error

Auto-encoder Training loss func.:

AE: reconstruction error

DSSM: distance between

embedding vectors

Training data:

AE: unsupervised 

(e.g., doc<->doc)

DSSM: weakly supervised

(e.g., query<->doc search log)

Input:

AE: 1-hot word vector

DSSM: sub-word unit 

(e.g., letter-trigram) dim = 5M

dim = 50K

500

500

300

target sentence

dim = 5M

dim = 50K

500

500

300

cosine

similarity

source sentence

DSSM

dim = 5M

500

500

300

Input sentence

500

500

Input sentence

embedding

vector



79Microsoft Research

• Sentence to vector 

• The deep semantic similarity model (DSSM)

• Convolutional & Recurrent DSSM

• Applications to IR and contextual entity ranking

• Multimodal semantic learning for image captioning
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Model local context at the convolutional layer

Model global context at the pooling layer
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– What does the model learn at the 

convolutional layer?

Capture the local context dependent word sense

• Learn one embedding vector for each local context-

dependent word

car body shop cosine 

similarity

car body kits 0.698

auto body repair 0.578

auto body parts 0.555

wave body language 0.301

calculate body fat 0.220

forcefield body armour 0.165

The similarity between different “body” within contexts

high 

similarity

low

similarity

wave body language

car body kits

auto body part

auto body repair

car body shop

forcefield body armour

calculate body fat

semantic space

auto    body  repair …

ℎ𝑡 = 𝑊𝑐 × [𝑓𝑡−1, 𝑓𝑡, 𝑓𝑡+1]
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global intent
𝑣 𝑖 = max

𝑡=1,…,𝑇
ℎ𝑡(𝑖)

auto body repair cost calculator software

Words that win the most active neurons at the max-

pooling layers:

Usually, those are salient words containing clear intents/topics

𝑖 = 1,… , 300

ℎ1

𝑣

ℎ2 ℎ𝑇
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• Training Dataset
• 30 Million (Query, Document) Click Pairs

• Testing Dataset
• 12,071 English queries 

• around 65 web document associated to each query in average

• Human gives each <query, doc> pair the label, with range 0 to 4

• 0: Bad 1: Fair 2: Good 3: Perfect 4: Excellent

• Evaluation Metric: (higher the better)
• NDCG

• GPU (NVidia GPU K40)
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BM25 ULM PLSA BLTM WTM DSSM CDSSM

NDCG@1 30.5 30.4 30.5 31.6 31.5 32.7 34.8

30

30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

NDCG@1 Results

Lexical Matching Models
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BM25 ULM PLSA BLTM WTM DSSM CDSSM

NDCG@1 30.5 30.4 30.5 31.6 31.5 32.7 34.8

30

30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

NDCG@1 Results

Lexical Matching Models
Topic Models
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BM25 ULM PLSA BLTM WTM DSSM CDSSM

NDCG@1 30.5 30.4 30.5 31.6 31.5 32.7 34.8

30

30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

NDCG@1 Results

Lexical Matching Models

Topic Models

Click-Through based 
Translation Models
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BM25 ULM PLSA BLTM WTM DSSM CDSSM

NDCG@1 30.5 30.4 30.5 31.6 31.5 32.7 34.8

30

30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

NDCG@1 Results

Lexical Matching Models

Topic Models

Click-Through based 
Translation Models

Deep Semantic Model
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BM25 ULM PLSA BLTM WTM DSSM CDSSM

NDCG@1 30.5 30.4 30.5 31.6 31.5 32.7 34.8

30

30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

NDCG@1 Results

Lexical Matching Models

Topic Models

Click-Through based 
Translation Models

Deep Semantic Model

Convolutional Deep 
Semantic Model



89Microsoft Research

264 224170 231

free online car body shop repair estimates

132 186294 209

auto body repair cost calculator software

264 224170 231132 186294 209 Most active neurons at 

the max-pooling layers of 

the query and document 

nets, respectively
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• Encode the word one by one in the recurrent hidden layer

• The hidden layer at the last word codes the semantics of the full sentence

• Model is trained by a cosine similarity driven objective
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[Hochreiter and J. Schmidhuber, 1997]



92Microsoft Research



93Microsoft Research

[Sutskever, Vinyals, Le, 2014. Sequence to Sequence Learning with Neural Networks]

vs.

Source sentence

Source sentence Target sentence

Target sentence
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[Kalchbrenner, Grefenstette, Blunsom, A Convolutional 

Neural Network for Modelling Sentences, ACL2014]

Quoc Le, Tomas Mikolov, Distributed Representations 

of Sentences and Documents, in  ICML 2014

[Socher, Lin, Ng, Manning, “Parsing natural scenes and 

natural language with recursive neural networks”, 2011]
Recursive NN (ReNN)

[Smolensky and Legendre: The Harmonic Mind, From

Neural Computation to Optimality-Theoretic Grammar,

MIT Press, 2006]

Tensor product representation (TPR)

Tree representation

[Tai, Socher, Manning. 2015. Improved Semantic

Representations From Tree-Structured LSTM Networks.]
Tree-structured LSTM Network

Tree structure LSTM
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• Sentence to vector 

• The deep semantic similarity model (DSSM)

• Convolutional & Recurrent DSSM

• Applications to IR and contextual entity ranking

• Multimodal semantic learning for image captioning
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Key phrase

Context
Entity page 

(e.g., wiki doc)

Gao, Pantel, Gamon, He, Deng, Shen, “Modeling interestingness 
with deep neural networks.” EMNLP2014

Given a user-highlighted text span representing an entity of 

interest, search for supplementary document for the entity
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ray of light

Ray of Light (Experiment)

Ray of Light (Song)

The Einstein Theory of Relativity
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𝐻 𝑃′

…

I spent a lot of time finding music that was motivating and 

that I'd also want to listen to through my phone. I could 

find none. None! I wound up downloading three Metallica 

songs, a Judas Priest song and one from Bush.
…

http://runningmoron.blogspot.in/

• (anchor text of 𝐻 & surrounding words, text in 𝑃′)

http://en.wikipedia.org/wiki/Bush_(band)

http://judaspriest.com/
http://en.wikipedia.org/wiki/Bush_(band)
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source

target 
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• BM25: The classical document model in IR [Robertson+ 1994]

• BLTM: Bilingual Topic Model [Gao+ 2011]

0.041

0.215

0.062

0.253

0

0.2

0.4

0.6

0.8

BM25 BLTM

NDCG@1 AUC
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• DSSM: bag-of-words input

• Conv. DSSM: convolutional DSSM

0.041

0.215 0.223 0.259

0.062

0.253

0.699 0.711

0

0.2

0.4

0.6

0.8

BM25 BLTM DSSM Conv. DSSM

NDCG@1 AUC
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• Sentence to vector 

• The deep semantic similarity model (DSSM)

• Convolutional & Recurrent DSSM

• Applications to IR and contextual entity ranking

• Multimodal semantic learning and image captioning
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• Recall DSSM for text inputs:  s, t

s s

Image features s

H3

Input s

Text: a parrot riding a tricycle

H3

Input t1

Distance(s,t)

Raw Image pixels

Convolution/pooling

Convolution/pooling

Convolution/pooling

Convolution/pooling

Convolution/pooling

Fully connected

Fully connected

Softmax layerx
parrot
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15K 15K 15K 15K 15K

500 500 500

max max

...

...

... max

500

...

...

Word hashing layer: ft

Convolutional layer: ht

Max pooling layer: v

Semantic layer: y

     <s>             w1              w2                     wT             <s>Word sequence: xt

Word hashing matrix: Wf

Convolution matrix: Wc

Max pooling operation

Semantic projection matrix: Ws

... ...

500

a parrot … tricycle
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• Why important? 
For building intelligent machines that understand the semantics in complex scenes 

And language is like a regulator for understanding as human do.

• Why difficult? 
Need to detect multiple objects in arbitrary regions, and need to capture the complex 
semantics among these objects.

• What different (e.g., vs. ImageNet / object categorization)? 
Capturing the salient, coherent semantic information embedded in a picture.
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Understand the image stage 
by stage: 

Image word detection

Language generation

Global semantic re-ranking

Fang, Gupta, Iandola, Srivastava, Deng, Dollar, Gao, 

He, Mitchell, Platt, Zitnick, Zweig, “From Captions to 

Visual Concepts and Back,” CVPR, June 2015
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M
IL

 
P
o

o
li
n

g

Vocabulary = the 1000 most common words in the training captions (92% of data)



• Train with Multiple Instance Learning (MIL)

• Use noisy-OR version (Zhang et al., 2005)

• For each word w, MIL uses positive and negative bags of bounding boxes

• For each image i:

• We have the “bag of boxes”, 𝑏𝑖
• 𝑏𝑖 is positive if w in i’s description

• 𝑏𝑖 is negative if w not in i’s description

• Probability that image i manifests word w, :

=
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New word

wooden
kitchen

sink cabinets
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Word probability:

Objective:



112Microsoft Research



113Microsoft Research

•

•
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http://mscoco.org/

http://mscoco.org/home/
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Vinyals, Toshev, Bengio, Erhan, "Show and Tell: A Neural Image Caption Generator", CVPR 2015
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Andrej and Fei-Fei, “Deep Visual-Semantic Alignments for Generating Image Descriptions”. CVPR 2015

Kiros, Salakhutdinov, Zemel, “Unifying Visual-Semantic Embeddings with Multimodal 

Neural Language Models”. TACL 2015

Mao, Xu, Yang, Wang, Huang, Yuille. "Deep Captioning with Multimodal Recurrent Neural 

Networks (m-RNN)," ICLR 2015

Xu, Ba, Kiros, Cho, Courville, Salakhutdinov, Zemel, Bengio, 2015. Show, Attend and Tell: 

Neural Image Caption Generation with Visual Attention.

Hill and Korhonen, 2014 Learning Abstract Concept Embeddings from Multi-Modal 

Data: Since You Probably Can't See What I Mean
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a clock tower in front of a building 

a clock tower in the middle of the street 

a large jetliner sitting on top of a stop sign at an intersection on a city street 

a stop light on a city street 

a red brick building 

a living room filled with furniture and 
a flat screen tv sitting on top of a brick building 

a large jetliner sitting on top of a table 

a display in a grocery store filled with 
lots of food on a table 



119Microsoft Research

a young man riding a skateboard down 
a street holding a tennis racquet on a tennis court 

a man riding a skateboard down a 
street 

a cat sitting on a table 

a cat sitting on top of a bed 

a group of people standing in a kitchen 

a group of people posing for a 
picture 

two elephants standing next to a baby elephant walking behind a fence 

a baby elephant standing next to a fence 
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Our system not only generates the caption, but can also 

interpret it.
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a baseball player throwing a ball

Our system not only generates the caption, but can also 

interpret it.
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a baseball player throwing a ball

Our system not only generates the caption, but can also 

interpret it.
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a baseball player throwing a ball

Our system not only generates the caption, but can also 

interpret it.
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a baseball player throwing a ball

Our system not only generates the caption, but can also 

interpret it.
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a baseball player throwing a ball

Our system not only generates the caption, but can also 

interpret it.
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Our system not only generates the caption, but can also 

interpret it.
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a man sitting in a couch with a dog

Our system not only generates the caption, but can also 

interpret it.
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a man sitting in a couch with a dog

Our system not only generates the caption, but can also 

interpret it.
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a man sitting in a couch with a dog

Our system not only generates the caption, but can also 

interpret it.
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a man sitting in a couch with a dog

Our system not only generates the caption, but can also 

interpret it.
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a man sitting in a couch with a dog
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Tool kit available online:  http://aka.ms/sent2vec/

http://aka.ms/sent2vec/


Part IV

Natural Language Understanding
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http://csunplugged.org/turing-test
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http://csunplugged.org/turing-test

• Continuous Word Representations
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𝑓 𝒄𝒂𝒕 =

The index of “cat” in 

the vocabulary

a.k.a the 1-hot

word vector
word embedding 

vector in the 

semantic space

Deerwester, Dumais, Furnas, Landauer, 

Harshman, "Indexing by latent 

semantic analysis," JASIS 1990

cat

kitty

spring

summer

seattle
denver
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The Jaguar XJ220 is the dearest, fastest and most sought after car on the planet. 

What is the fastest car in the world?

ℎ
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𝐖 𝐔
𝐕𝑇

≈

𝑑 × 𝑛 𝑑 × 𝑘

𝑘 × 𝑘 𝑘 × 𝑛

𝚺

terms

d
o

cu
m

e
n

ts
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Mikolov, Yih,  Zweig, “Linguistic 

Regularities in Continuous Space 

Word Representations,” NAACL 

2013

Word Embedding

cat

chases

is

…
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W

U

Word embedding

𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 = 𝑈
𝑇𝜎(𝑊 𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5 + 𝑏)

Scoring: 

Training:

𝐽 = max 0, 1 + 𝑆− − 𝑆+

Where 

𝑆+ = 𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5
𝑆− = 𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤

−, 𝑤4, 𝑤5
And

< 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 > is a valid 5-gram

< 𝑤1, 𝑤2, 𝑤
−, 𝑤4, 𝑤5 > is a “negative sample” constructed

by replacing the word 𝑤3 with a random word𝑤−

Collobert, Weston, Bottou, Karlen, 

Kavukcuoglu, Kuksa, “Natural Language 

Processing (Almost) from Scratch,” JMLR 

2011

Update the model until 𝑆+ > 1 + 𝑆−

e.g., a negative example: “cat chills X a mat”
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The CBOW architecture (a) on the left, and the Skip-gram architecture (b) on the right. 

[Mikolov et al., 2013 ICLR].

Continuous Bag-of-Words
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context <-> word

words context higher cosine

dim = 600K

d=300

dim = 600K

d=300

similar

s: “w(t-2) w(t-1) w(t+1) w(t+2)” t: “w(t)”

d=500

[Song, He, Gao, Deng, 2014]

• Training Condition:
• 600K vocabulary size

• 1B words from Wikipedia 

• 300-dimentional vector

You shall know a word by 

the company it keeps 

(J. R. Firth 1957: 11)
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ranking

ACL Wiki Similarity (State-of-the-art)

Word 1 Word 2 Human Score (mean)

midday noon 9.3

tiger jaguar 8.0

cup food 5.0

forest graveyard 1.9

… … …

http://aclweb.org/aclwiki/index.php?title=Similarity_(State_of_the_art)


• Determine whether two pairs of words have the same 
relation (the “analogy” problem) [Bejar et al. ‘91]

• Why it’s useful?

king : queen = man : woman
?



• Word embedding taken from recurrent neural network 
language model (RNN-LM) [Mikolov 2011]

king

queen

man

woman
𝜃

• Relational similarity is derived by the cosine score
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0.018 0.014
0.050

0.229

0.324

0

0.1

0.2

0.3

0.4

Random BUAP Duluth_V0 UTD_NB DS

S
p

e
a
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a
n

’s
 

41.5%
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Model Dim Size Accuracy

Avg.(sem+syn)

SG 300 1B 61.0%

CBOW 300 1.6B 36.1%

vLBL 300 1.5B 60.0%

ivLBL 300 1.5B 64.0%

GloVe 300 1.6B 70.3%

DSSM 300 1B 71.9%

(i)vLBL results are from (Mnih et al., 2013); skip-gram (SG) and CBOW results are from 

(Mikolov et al., 2013a,b); GloVe are from (Pennington, Socher, and Manning, EMNLP2014)

The dataset contains 19,544 word analogy questions:
Semantic questions, e.g.,: “Athens is to Greece as Berlin is to ?” 

Syntactic questions, e.g.,: “dance is to dancing as fly is to ?” 



152Microsoft Research

Similarity

𝑥 𝑘𝑖𝑛𝑔 𝑚𝑎𝑛 𝑤𝑜𝑚𝑎𝑛

𝑥
𝑥, 𝑘𝑖𝑛𝑔 𝑚𝑎𝑛 𝑤𝑜𝑚𝑎𝑛

𝑥
𝑥 𝑘𝑖𝑛𝑔 𝑥 𝑚𝑎𝑛 𝑥 𝑤𝑜𝑚𝑎𝑛
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Tomorrow 

will be rainy.

Tomorrow 

will be sunny.

𝑠𝑖𝑚𝑖𝑙𝑎𝑟(rainy, sunny)?

𝑎𝑛𝑡𝑜𝑛𝑦𝑚(rainy, sunny)?

𝑓𝑟𝑒𝑙(∎,∎) ~~ × ×
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blog
CVSC-2015

https://plus.google.com/114479713299850783539/posts/BYvhAbgG8T2
https://sites.google.com/site/cvscworkshop2015/home
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• Knowledge Base Embedding

http://csunplugged.org/turing-test
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• Captures world knowledge by storing properties of millions of 
entities, as well as relations among them
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• Information Extraction
• “Hathaway was born in Brooklyn, New York.”

𝑏𝑜𝑟𝑛𝐼𝑛(𝐻𝑎𝑡ℎ𝑎𝑤𝑎𝑦, 𝐵𝑟𝑜𝑜𝑘𝑙𝑦𝑛)

𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠(𝑁𝑒𝑤 𝑌𝑜𝑟𝑘, 𝐵𝑟𝑜𝑜𝑘𝑙𝑦𝑛)

• Web Search

• Identify entities and relationships in queries

KB
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𝑁𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦(𝑁𝑎𝑡𝑎𝑠ℎ𝑎 𝑂𝑏𝑎𝑚𝑎, ? )

𝐵𝑜𝑟𝑛𝐼𝑛𝐶𝑖𝑡𝑦 𝑎, 𝑏 ∧ 𝐶𝑖𝑡𝑦𝐼𝑛𝐶𝑜𝑢𝑛𝑡𝑟𝑦 𝑏, 𝑐 ⇒ 𝑁𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦(𝑎, 𝑐)

• Knowledge base embedding
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Subject Predicate Object

Obama BornIn Hawaii

Bill Gates Nationality USA

Bill 

Clinton

SpouseOf Hillary 

Clinton

Satya 

Nadella

WorkAt Microsoft

… … …
𝑛: # entities, 𝑚: # relations
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e1   en

e 1
  
 e

n

χ
χ

k 𝒳𝑘

𝑅𝑘 : BornIn

Hawaii

Obama 1

𝑘-th slice

A zero entry means either:

• Incorrect (false)

• Unknown
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~~ × ×

𝒳𝑘 𝐀
𝐀𝑇ℛ𝑘

1

2
 

𝑘

𝒳𝑘 − 𝐀ℛ𝑘𝐀
𝑇
𝐹
2 +
1

2
𝐴 𝐹
2 + 

𝑘
ℛ𝑘 𝐹
2

RESCAL [Nickel+, ICML-11]

Reconstruction Error Regularization

𝑘-th relation
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× ×

𝐀
𝐀𝑇ℛBornIn

Hawaii

Obama



164Microsoft Research



165Microsoft Research

1

2
 

𝑘

𝒳𝑘 − 𝐀ℛ𝑘𝐀
𝑇
𝐹
2

~~ × ×

𝒳𝑘 𝐀
𝐀𝑇ℛ𝑘

locations

people Relation: born-in
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1

2
 

𝑘

𝒳𝑘
′ − 𝐀𝑘𝑙ℛ𝑘𝐀𝑘𝑟

𝑇

𝐹

2

~~ × ×

𝒳𝑘
′ 𝐀𝑘𝑙 𝐀𝑘𝑟

𝑇ℛ𝑘
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where 𝐵𝑘 = ℛ𝑘𝐀
T𝐀ℛ𝑘

T, 𝐶𝑘 = ℛ𝑘
T𝐀T𝐀ℛ𝑘.

𝐯𝐞𝐜 ℛ𝑘 ← 𝐙
T𝐙 + 𝜆𝐈

−1
𝐙T𝐯𝐞𝐜 𝒳𝑘

where 𝐯𝐞𝐜 ⋅ is vectorization, 

𝐙 = 𝐀⨂𝐀 and ⨂ is the Kronecker product.

Fix ℛ𝑘, update 𝐀

Fix 𝐀, update ℛ𝑘
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𝒳𝑘
′𝐀𝑘𝑟 𝒳𝑘

′T𝐀𝑘𝑙 𝐵𝑘𝑟 𝐶𝑘𝑙

where 𝐵𝑘𝑟 = ℛ𝑘𝐀𝑘𝑟
T 𝐀𝑘𝑟ℛ𝑘

T, 𝐶𝑘𝑙 = ℛ𝑘
T𝐀𝑘𝑙
T 𝐀𝑘𝑙ℛ𝑘.

𝐯𝐞𝐜 ℛ𝑘

← 𝐀𝑘𝑟
T 𝐀𝑘𝑟⨂𝐀𝑘𝑙

T 𝐀𝑘𝑙 + 𝜆𝐈
−𝟏
× 𝐯𝐞𝐜 𝐀𝑘𝑙

T 𝒳𝑘
′𝐀𝑘𝑟
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# Entities 753k

# Relation Types 229

# Entity Types 300

# Entity-Relation Triples 1.8M
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4.46

20.5

0 5 10 15 20 25

TRESCAL

RESCAL

Model Training Time (hours)

4.6x speed-up
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𝑒𝑖, 𝑟𝑘, ?

62.91%

69.26%

58.0%

60.0%

62.0%

64.0%

66.0%

68.0%

70.0%

72.0%

RESCAL TRESCAL

Mean Average Precision (MAP)
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𝑒𝑖, ? , 𝑒𝑗

73.08%

75.70%

70.0%

72.0%

74.0%

76.0%

RESCAL TRESCAL

Mean Average Precision (MAP)
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Nicole Kidman Nationality   Australia
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Relation

representation

Scoring Function

𝑆𝑟 𝑎, 𝑏
# Parameters

Vector (TransE)
(Bordes+ 2013)

| 𝑎 − 𝑏 + 𝑉𝑟 |1,2 𝑂(𝑛𝑟 × 𝑘)

Matrix (Bilinear)
(Bordes+ 2012, 

Collobert & Weston 2008)

𝑎𝑇𝑀𝑟𝑏
𝑢𝑇𝑓( 𝑀𝑟1𝑎 +𝑀𝑟2𝑏)

𝑂(𝑛𝑟× 𝑘
2)

Tensor (NTN)
(Socher+ 2013)

𝑢𝑇𝑓(𝑎𝑇𝑇𝑟𝑏+𝑀𝑟1𝑎 +𝑀𝑟2𝑏) 𝑂(𝑛𝑟 × 𝑘
2 × 𝑑)

Diagonal Matrix

(RelDot) (Yang+ 2015)

𝑎𝑇𝑑𝑖𝑎𝑔 𝑀𝑟 𝑏 𝑂(𝑛𝑟 × 𝑘)
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Aggregated Precision of Top Length-2 Rules

• AMIE [Galárraga+, 
WWW-2013] is an 
association rule-
mining approach for 
large-scale KBs.

• Data: FB15k-401

• Execution time:

• AMIE: 9 min.

• EmbedRule: 2 min.
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• Semantic Parsing & Question Answering

http://csunplugged.org/turing-test
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Knowledge 

Base
𝜆𝑥. sister_of(justin_bieber, 𝑥)

Who is Justin Bieber’s sister?

sibling_of(justin_bieber, x) ∧ gender(x, female)

semantic parsing

query
matching

Jazmyn Bieber
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• What character did Natalie Portman play in Star Wars? Padme Amidala

• What kind of money to take to Bahamas? Bahamian dollar

• What currency do you use in Costa Rica? Costa Rican colon

• What did Obama study in school? political science

• What do Michelle Obama do for a living? writer, lawyer

• What killed Sammy Davis Jr? throat cancer [Examples from Berant]

http://nlp.stanford.edu/joberant/homepage_files/talks/facebook_jun14.pdf
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• Lots of ways to ask the same question

• Need to map them to the predicate defined in KB
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• Similar text can map to very different relations

• Estimate 𝑃(𝑅|𝑄) using naïve Bayes [Yao&VanDurme ACL-14]

• 𝑃(𝑅|𝑄) ∝ 𝑃 𝑄 𝑅 𝑃(𝑅) ≈  𝑤 𝑃 𝑤 𝑅 𝑃(𝑅)

• Use ClueWeb09 dataset with Freebase entity annotations to create a 
“relation – sentence” parallel corpus

• Derive 𝑃(𝑤|𝑅) and 𝑃(𝑅) from the word alignment model (IBM Model 1)

• Top words for film.film.directed_by: won, start, among, show.
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grows

Family Guy cast

Meg Griffinargmin

xy

topic entity inferential chain

constraints
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Family Guy
s1

Meg Griffin
s2

ϕ 
s0

Family Guy
s1

Family Guy cast actor xy
s3

Family Guy writer start xy
s4

Family Guy genre x
s5



189Microsoft Research

Family Guy cast actor xy

Family Guy cast actor xy

Meg Griffin

Family Guy xy

Meg Griffinargmin

s3

s6

s7
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Family Guy
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• Continuous Word Representations & Lexical Semantics

• Knowledge Base Embedding

• Semantic Parsing & Question Answering

• Word2Vec https://code.google.com/p/word2vec/

• GloVe http://nlp.stanford.edu/projects/glove/

• MSR Continuous Space Text Representation http://aka.ms/msrcstr

• Knowledge base embedding, Semantic Parsing QA (to be released)

https://code.google.com/p/word2vec/
http://nlp.stanford.edu/projects/glove/
http://aka.ms/msrcstr
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http://aka.ms/sent2vec

http://aka.ms/sent2vec
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