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Abstract–We present analysis results of email
communications in a large-scale enterprise net-
work. Our study first focuses on understand-
ing the social graph induced by email commu-
nications between individual users. Specifically,
we examine how email communication flows are
correlated with user profiles, the organization
structure, and how outside information pene-
trates the enterprise. We then concentrate on
understanding the information processing load
imposed to users and the strategies applied by
users in email triage. To the best of our knowl-
edge, this is the first measurement study of email
communications of a global enterprise network
comprising email data from over 100,000 em-
ployees spread across multiple continents. Our
analysis results inform the design of network ap-
plications that takes into account typical user
behaviour in social interactions and solitary in-
formation processing. Our large-scale dataset
further allows us to examine the validity of sev-
eral hypotheses suggested by the social network
theory.

1. INTRODUCTION
Despite the widespread use of the email, surprisingly,

little is known about the properties of the email ser-
vice and the email social graphs formed in large-scale
enterprises. Enterprise social networks exhibit several
peculiarities when compared to other popular social net-
works, as email communications follow from the day to
day work collaborations, and the information flow is in-
timately related to the underlying organizational struc-
ture and the existence of “information gateway” user
personas, for example.

Recently, and influenced by the explosion of social
computing services, there has been a lot of discussion
on enhancing the email service with new social features,
and on the other hand, integrating the email service
with social networks and other services [4]. Such inte-
gration however requires a comprehensive understand-
ing of the intrinsic usage characteristics of the email ser-
vice, and in particular of how information flows through
email networks. This understanding is thus important
in order to (a) to guide the design of new features at
the service overall but also at the email client side, and
(b) to potentially leverage the social network induced
by email communications for other online services.

In this paper, we examine the usage of the email ser-
vice and the information flow in a large-scale, multina-
tional corporation with more than 100,000 users spread
across several continents. Our analysis is based on a
measurement trace that covers all email communica-
tions within the enterprise over a five month period, and
amounts to Billions of email exchanges across enterprise

users (Section 2). To examine user relationships and
how these affect the overall information flow, we also
leverage side information such as the global enterprise
organizational structure.

Overall, our analysis provides a series of characteri-
zation results that could guide an informed design for
the future enhanced email service. Specifically, our con-
tributions are summarized as follows:

We characterize the overall email workload focusing
on the global email volumes across the enterprise and
the email size distribution (Section 4). This character-
ization is of relevance for both server capacity dimen-
sioning, and the client design. We found that the typical
email size is rather small, with a median of just 25KB;
yet, it varies over a wide range.

We provide several characterization results of email
service from the viewpoint of individual users (Section 5).
We first asses the information load generated by and im-
posed on users by the email service.More than a quarter
of the replied emails in our trace correspond to email
replies of the most-recently received emails; addition-
ally, more than half of all replies correspond to replying
to the 10 most-recently received emails. These results
indicate that typically users are rather efficient in han-
dling the email processing load. These observations are
further confirmed by the email response times versus
the time of day, where median response times are consis-
tently less than 1 hour throughout working hours. Fur-
ther, we show that the distribution of email inter-send
time by a user approximately follows a power law decay
up to order half a day and is exponentially bounded
beyond. Interestingly, similar observations were also
found to characterize other aspects of human activity
[6, 20].

We then focus on characterizing the email social graph
(Section 6). The enterprise email graph is of interest
for the informed design of social networking features.
Our analysis presents results that go beyond previous
work [1] (see Section 3) both with respect to the proper-
ties presented, but also to the scale of the email network.
Our findings provide clues about the searchability of the
social email graph and indicate that the graph is rather
robust to removal of edges of infrequent conversants.
Note that this is not an intuitive result as some graphs
heavily depend on weak ties for global graph connec-
tivity. We further characterize the effective number of
correspondents for typical users with a significant num-
ber of email communications. We find that, typically,
the users’ 10 most favorite correspondents account for
more than half of the emails sent by this user.

Finally, we examined how information flow relates to
the organizational structure of the enterprise. We found
that email exchanges are symmetric between users at
different organizational levels. “Information relay” user-
types appear to be infrequent in the email enterprise
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network, with 85% of users forwarding less than one
external email per day. This finding suggests that exter-
nal information cannot easily penetrate the email social
graph. External emails typically reach small groups, of
order 10 users, with only some cases reaching a larger
coverage of internal users. We observe significant email
flow within organizational levels that diminishes towards
higher and lower levels. We believe that this is partly
due to different numbers of users per level and the un-
derlying process by which relationships are built be-
tween users. We further examine what the volume of
email flow across users reveals about their organiza-
tional relationships. We find that the volume itself does
not appear as an efficient indicator for a direct link in
the organization graph between two users. However,
this estimator improves when conditioning on the email
recipient list size.

To the best of our knowledge, our analysis is the first
large-scale characterization of the email service and its
associated social graph across a global enterprise. While
the characterization is based on a particular dataset
which describes the environment of a specific corpora-
tion, we believe that most of the properties described in
this paper will hold in most email enterprise networks.

2. DATA AND METHODOLOGY
The results presented in this paper are based on email

logs from Microsoft Exchange servers that cover all email
communications across employees of a large multina-
tional corporation. This global enterprise consists of
over 100,000 employess spread across 100 countries and
6 continents. The roles of the employees vary from de-
velopers, and administrative stuff to researchers and
business units. Overall, the diversity of our data fa-
cilitates a comprehensive study of email flows at a large
scale.

Specifically, the analysis throughout the paper is based
on the following datasets:

Exchange logs: The logs contain approximately 705M
entries, one per email item, across a period of roughly
5 months and amount to a size of roughly 145G com-
pressed. Collection started on Sunday, 27 May 2007,
and ended on Wednesday, the 31st of October, 2007.
Each log entry specifies the sender and recipients per
email, the subject of the email, timestamp, the size of
the email in bytes, and other information such as the ex-
hange servers involved, email ids etc. As internal emails
would appear in different exchange servers within the
Enterprise, all logs were preprocessed so that duplicate
entries were removed based on email-ids associated to
each email item, and which was consistent across all
exhange servers for the same email. After the prepro-
cessing and cleaning phase, our logs contain around 1.2
Billion unique email exhanges (between a sender and a

receiver 1 when counting only the number of internal
correspondents.

Org-structure: A significant portion of our analy-
sis examines the flow information with respect to the
organizational structure of the enterprise. Our org-
structure dataset provides us with information regard-
ing the names and email aliases of all employees, their
physical location and distribution to buildings and of-
fices across countries, and their organizationl title. Fur-
ther, we can extract the organizational tree and iden-
tify “report-to” relationships for each user (i.e., identify
each user’s manager and direct reports). Each node of
the tree represents an employee, with the parent node
being the users’ manager and the nodes’ children reflect-
ing the users’ direct reports. Throughout the paper, we
will use the notion of organizational distance between
two employees. This distance is defined as the difference
between the distances of each of the two employees to
the root of the organizational tree. As such, larger levels
denote greater distance from the root of the tree.

Due to the size of the dataset and the complexity in
processing the large graph of the email social network,
we will focus our analysis on ten days at the end of
September 2007, unless otherwise specified in the pa-
per. During these ten days, we have obseved roughly
22 Million log entries, with 31 Million unique internal
email exchanges, and 75 Million receipts of email across
users (externally or internally).

3. RELATED WORK
In this section we discuss related prior work and dis-

cuss how the present work differs from it.
In [1], Adamic and Adar studied performance of greedy

forwarding algorithms and provided empirical perfor-
mance results for email communication graph of a moderate-
size enterprise that employed about 400 employees. In
particular, an edge of the graph was formed between
two individuals if and only if they exchanged at least 6
emails over a course 3 months (1/2 emails per week, on
average). Their data suggested the hypothesis that the
distribution of the node degree decreases exponentially.
They further observed that the probability of an edge
between two nodes decreases exponentially with the or-
ganizational distance.2 They found that the greedy for-
warding that biases to next-hop with the largest degree
performs poorly and argued that this because of the
exponential decay of the degree distribution. In con-
trast, the greedy scheme that biases forwarding to a

1Note that as often recipient lists contain more than one
email recipients this number is significantly larger than the
number of log entries.
2Note that their definition of organizational distance differs
from ours – they define it as the length of the shortest path
connecting two nodes in the organizational tree, while we
define it as the difference of the organizational levels.
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node with smallest organizational distance to the desti-
nation node was found to perform well. It was argued
that this is because of matching hypotheses to a model
proposed in [8]. Our work differs in that we consider a
global, large-scale enterprise network and we consider
a broader set of questions than focusing only on the
graph robustness to edge removal. In the later partic-
ular scope a novelty of the present paper is in that we
also consider directional graph connecting users.

Part of our work on the understanding the flow of
emails and its relation to the underlying organizational
structure and user profiles is related to sociological liter-
ature such as that of Allen and Cohen [2]. Therein, au-
thors considered interactions as they happen in research
laboratories. The main factors that determine informa-
tion flow are identified as (a) organizational structure
and (b) through ”technological gatekeepers”. The no-
tion of technological gatekeepers refers to individuals
who forward the information from an external source.
This ”two-hop” information flow is well recognized in
the context of influence spread (e.g. a person referred
to a product through mass-media such as TV and this
person then refers to a friend) – see the book by Katz
and Lazarsfeld [7]. In the present paper, we analyze
the information flow and its relation to organizational
structure as well user profiles such as relaying informa-
tion from external sources that may be seen as a proxy
for technological gatekeeper behavior. Another related
work is that of Sproull and Kiesler [16] that, in partic-
ular, suggested that email promotes status equalization
within the medium. While from our data we cannot test
this hypothesis, our results suggest symmetry in email
flow between correspondents at different organizational
levels.

In the present paper, we examine how email infor-
mation is forwarded through the network. This aspect
has connections with the information spread, e.g. [9,
10] though note that one important difference is that
in the referral systems the underlying user information
goal or incentive may be entirely different – e.g. in
our system the goal may not be aligned with that of
promoting a product or making some personal material
gain but could be information sharing reason or some
form of social capital transaction (Lin [11]).

There have been some reported work on how users
process emails. Early user studies such as that of Venoila
et al [19] identified factors that users may use for email
processing prioritization that include status of the cor-
respondent and whether the message was directly ad-
dressed to the user. Neustadter et al [12] reported
results of a user study that suggest that users triage
emails either in single or multiple passes and handle
”unimportant” emails first because they can quickly
delete or file them. Neither of this paper does not ap-
pear based on large scale measurement of user behavior

in using the service.
Shi et al [15] considered whether the information can

be transmitted widely and rapidly in strong-tie social
networks. Specifically, a tie was defined as a closed triad
(two nodes connected directly and indirectly through a
third node). The graphs were that of a student cam-
pus online community and instant messenger network.
They found that removing weak ties shrinks the gi-
ant component only gradually and suggested that this
might have been because users belong to different and
overlapping communities of interest. The connection
with our work is in that we examine the robustness
of graph connectivity to edge removal, in particular to
those of infrequent conversants.

Finally, we point to the line of work on the general
problem of ranking expertise and interest that, in par-
ticular, considered graphs induced by email communi-
cations, e.g. [14, 3, 5, 21]. While we characterize users
profiles across various dimensions, in this paper, our fo-
cus is not on expertize ranking. Other related work is
that of Tyler et al [18], which considers clustering of an
email graph in communities.

4. EMAILS
We first characterize basic properties of the email ser-

vice as observed from the enterprise network as a whole.
Specifically, in this section we focus on the total volume
of emails over time for the entire dataset, and the distri-
bution of email sizes. These global characteristics are of
general interest for system dimensioning purposes both
at the server and the client side.

4.1 Email Service Workload
To characterize the overall workload, we examine the

volume of email traffic (in number of email items) over
the 5 months covered by our dataset. Fig. 1 displays this
volume for the whole enterprise. Additionally, we condi-
tion on internal emails, that is, emails originating from
and destined to employees of the enterprise, and further
for internal senders and receivers in the US. Fig. 1(top)
presents the number of email items seen (irrespective of
the number of senders or receivers per email) and high-
lights a traffic workload of 4 million emails per day. The
time-series appears periodic, with weekly periodicities,
and traffic peaking usually from Tuesday to Thursday.
The two small dips that appear in the time-series are
due to our measurement collection problems at a few of
the servers for these periods.

While examining email items provides some intuition
for the overall workload, email service load also depends
on the number of recipients per email (i.e., how many
times a sent email item needs to be replicated). This
perspective is presented in Fig. 1(bottom), which exam-
ines the aggregate number of emails per sender-receiver
pair per day for internal emails. As often recipient
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Figure 1: Number of emails per day. Total email items

(top) and aggregate count across emails per sender-

receiver pairs for US internal employees.

lists contain more than one correspondent, this volume
would be higher compared to the number of sent email
items. We observe that weekly periodicities are evi-
dent when only users from US are considered. Seasonal
trends are also observed as the volume increases towards
the last months of the dataset (September-October).
The mean workload is roughly 7.4 million emails per
day. Examining separately sent and received emails,
we observe that the workload for internal emails orig-
inating in the US is roughly 5 million (4.5 million for
the receiver case). While these results provide further
initial observations with respect to the email process-
ing load imposed on users, we will examine this load in
more detail in Section 5.

We next consider the distribution of email sizes in
Fig. 2. The top figure presents the histogram of email
sizes for our sample of 10 days (see section 2), and
the bottom the Complementary Cumulative Distribu-
tion Function (CCDF). The histogram of the email size
indicates multiple modes with peaks around 3KB and
8KB, median of 20KB and the 90% qunatile of the
distribution being 1MB. The CCDF of the email size
exhibits an approximate power law decay over a wide
range, spanning email sizes of the order 10KB to 2MB.
Beyond 2MB, the CCDF is exponentially bounded with
a cut-off at 14MB. Overall, the results indicate high di-
versity of email sizes. However, the majority of emails
appear to be textual conversations as denoted by the
small median.

The characterization of email sizes is informative when

Figure 2: Email size in bytes: (Top) histogram and

(Bottom) CCDFs for send and received emails.

considering the email transfer latency, especially in cases
where the network capacity is a limiting resource, e.g.
mobile device scenarios. Small email sizes are attrac-
tive as synchronization of mobile devices with the server
inbox can allow for emails to be transfered in their en-
tirety, as opposed to partial downloads with completion
only if user makes an explicit request.

5. USERS
Having examined the email service workload as a

whole, in this section, we characterize email from the
user viewpoint. In particular, we (a) characterize the
email processing load imposed to users, (b) infer how ef-
fective user prioritization strategies for email processing
are, and (c) how this prioritization depends on factors
such as the recency of a received email and the organi-
zational status of the email sender.

5.1 Information Load
What is the typical information load generated by and

imposed to users from email? To address this question
we consider the number of emails sent and received per
user. Fig. 3 presents the corresponding distributions,
showing the histograms of all emails (left) and the his-
togram of internal only emails (right). Additionally,
Fig. 4 presents the CCDF for the internal email commu-
nications (left) and the scatter plot of sent to received
emails per user (right).

Specifically, we find that the median number of emails
sent per user per day is approximately 3 with a 90%
quantile of about 8 emails per day. These numbers im-
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Figure 3: Number of emails sent or received per user: Histograms of all (left) and internal-only (right) email

communications.

Figure 4: Emails sent or received per user: CCDF for enterprise-internal email transfers (left). Scatter plot of sent

vs. received emails, and the median when conditioning on emails sent (right).

ply that most enterprise users do not generate signifi-
cant information load.3 We observed that the CCDF of
the emails sent decays exponentially up to roughly 10
emails per day.

Looking at the receiver side, we observe an asym-
metry when comparing the distributions. The median
number of received emails per user is about 15 emails
per day with a 90% quantile of about 45 emails per day.
The ratio of received-to-sent emails is approximately 5,
which is consistent both with the mean recipient list
size, and the minimum organizational group size when
considering leaf nodes in the organizational tree (i.e.,
groups of users reporting to the same manager). We
will discuss how information flows within the email net-
work in more detail in Section 6.

Overall, these observations suggest that qualitatively
users are rather diverse in the amount of their processed
emails. Looking at the scatter plot, and conditioning on

3Enterprise users may sent or receive emails from non-
enterprise email accounts, so our metrics here present a
lower-bound on the generated load. However, these num-
ber do reflect work-related information load from email.

Figure 5: CCDF of email inter-send and inter-receive

times.

the sent emails, shows that sending an email will result
in disproportionate number of received emails (e.g., the
median number of received emails is 100 for users that
sent 10 emails) up to roughly 200 emails sent, where
points start to converge in the diagonal. Finally, some
user profiles are also visible with users of “sender-type”
and “receiver-type” for points significantly away for the
diagonal.
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5.2 User’s Email Activity in Time
We now assess user activity with respect to email

processing. To this end, we examine the distributions of
email inter-send and inter-receive time (i.e., time passed
between two successive send and receive events per user
respectively). Fig. 5 shows the respective CCDFs. We
observe that the median email inter-send and inter-
receive times are about 10 min and 5 min, respectively.
The distribution of inter-receive time is concentrated to
smaller values than the distribution of inter-send time,
which is a natural ordering as sent emails per user orig-
inate from a single individual while those received orig-
inate in general from several individuals.

The inter-send time distribution is of particular inter-
est since it reflects human activity. In particular, the
small value of median email inter-send time and the sub-
stantially larger mean email inter-send time (2 hours)
suggest that inter-send time distribution consists of a
large number of short duration samples and a few long-
duration ones (consistent with working hours). This is
further reflected in the shape of CCDF of email inter-
send time, which exhibits a slow decay up to order half a
day and decreases faster beyond. Qualitatively similar
distributions have been observed to characterize various
aspects of human activity [6].

5.3 How Do Users Process Emails?
Efficient design of network applications presupposes

knowledge of user behavior as for example temporal
user behavior shown through the inter-send time dis-
tribution presented in the previous section. Another
important factor relates to user email processing strate-
gies. Here, we examine what is the order by which
emails are processed and how this order depends on fac-
tors such as the organizational structure and the email
originator.

To identify processing strategies, we form a queue per
user, where emails are stored once received from the
user. Most recent items are appended at the first posi-
tion in the queue. Items (emails) are departing from the
queue if we observe a reply (”RE”) or a forward (”FW”)
email sent from the user with a subject that matches ex-
isting items in the queue (excluding the “RE” or “FW”
characters – also excluding automatic “Out Of Office”
replies). Thus, items may depart from the queue at
any order. Due to the size of the dataset and mem-
ory processing limitations, we restrict the queue size to
400 emails. When the queue is full, the oldest item in
the queue is removed (thus creating a small bias in the
results for emails that may have been processed after
being removed from the queue). Note also that user
processing here ignores all user actions besides replies
or forwards since we cannot observe email deletions or
reads from our dataset. However, we believe that the
processing strategies observed below should also hold

for these cases.
Recency of the responded emails We first consider

the recency ranks of replied (or replied and forwarded)
emails – Fig. 6 (left). The figure presents the histogram
of queue positions for processed items and indicates
high bias of processed items towards recently received
emails. In particular, the median recency rank of an
email reply is only about 2 with the 90% quantile at
roughly 6 emails. This recency bias could be the result
of several reasons. For example, users may bias their
email views so that recent emails appear higher in the
list of received emails; additionally, most users process
emails in a timely manner so typically emails get pro-
cessed while there are still high ranked with respect to
their recency.

We further examine the portion of replied emails for
a given list of recency ordered emails presented to the
user. Fig. 6–middle shows that more than 25% of email
replies are served while assuming recency rank 1. A list
of 10 emails would cover more than 60% of responses
while a list of 30 emails would cover more than 80%
responses. Looking at the response time versus email
recency rank (Fig. 6–right) shows that the median email
response time is about 1 day for the emails of recency
rank 50. This number may be a bias of typical desktop
screen sizes and MS Outlook list containing about 50
emails in the received rank view, in which case the result
might imply higher reply probability for items in the
current view pane. Overall, Fig. 6–right indicates that
email response times vary rather widely.

Processing time vs. time-of-day. While we expect
processing time to exhibit some diurnal and weekly pe-
riodicity, it is not clear what the exact shape such pe-
riodicities would assume and what values would hold
during work hours and weekend days, in particular. In-
deed, Fig. 7 shows a strong weekly periodicity with re-
sponse times being considerably larger for emails sent
at the end of a working week or weekend days. Over
week days, the email response times vary naturally over
the range from less than 1 hour to order half a day.
Perhaps more interestingly, we note that during work
hours, the median email response time appears rather
concentrated around a value smaller than 1 hour. Com-
bining the time-of-day observations with the recency
processing bias, implies that emails have a higher prob-
ability of being replied to at the beginning or during
the working hours.

Finally, we examine the aggregate processing time
distribution, as well as the ones for RE and FW emails
(Fig. 8). The histogram displays peaks at around 1 and
10 minutes, while the median distribution is roughly
over an hour. Interestingly, the median reply time is
around 50 minutes, while the median forward time over
2 hours, which suggest that users are keen to reply, but
less so when it comes to forwarding information. For-
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Figure 6: Recency of email responses and response time: (Left) Histogram of recency ranks of email responses,

(Middle) same as in the left plot but CDF, (Right) response time versus email recency rank.

Figure 7: Median email response time versus time of day at which the original email was received. (Right) is a

zoomed version of (Left).

warding time is an important property especially for in-
formation dissemination purposes in the email network
which we extensively study in section 6. Our results
suggest that forwarding does not appear to be an im-
mediate action (very low forward times in the figure are
due to automatic forwarding enabled by some users). A
last note here is that the email service does not appear
to be favored for interactive communication as only 5%
(10%) of replies are within 1 (2) minutes of the original
email (roughly 60% of the replies are within the first
two hours).

5.3.1 High Org Status Reply First?
It is rather natural to assume that users would re-

spond faster to emails originating from individuals with
higher organizational status (e.g., an employee respond-
ing to a manager higher up in the organizational hier-
archy). We find that this assumption is not supported
by our data.

To test this hypothesis, we evaluate whether correla-
tion exists between reply time and the distance between
the sender and the receiver in the organizational struc-
ture. Fig. 9 presents a scatter plot of this distance vs.
the response time in hours. We observe that the me-
dian email response time (denoted by the stars in Fig. 9)
does not significantly depend on the organizational dis-
tance between the email correspondents. In fact, the
range of email response times appears to tend to be
larger, the smaller the absolute organizational distance
between the email correspondents are.

6. SOCIAL GRAPH
We now turn our attention to the graph and infor-

mation flow properties of the email communication net-
work. Besides typical graph metrics such as the node
degrees and connectivity, in this section, we examine
(a) how information flows within the enterprise net-
work, (b) how externally generated information pen-
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Figure 8: Histogram of email processing time.

Figure 9: Email response versus org distance of corre-

spondents. Upper stars denote the median values while

the lower ones the 90% percentile.

etrates the enterprise and (c) whether the organization
structure has an effect on the observed structure.

Throughout the section, we refer to the graph that is
formed when considering users as nodes, and email com-
munications between two users as the corresponding
edges. In various cases, we condition the formation of an
edge based on its “volume”, i.e., the number of emails
exchanged by two users. We refer to this volume as the
“weight” of the edge. While most previous studies have
concentrated on studying undirected graphs, in this sec-
tion we consider both directed and undirected graphs,
with the direction of the edge specifying the “sender-
to-recipient” relationship. As information flow is not
symmetric in the majority of the cases (e.g., Fig. 3),
we believe that examination of the properties of the di-
rected graphs is as important as those of the directed
ones.

6.1 Searchability and Favorite Correspondents
One of the properties that define the graph structure

is the degree of the graph nodes. For the email social
network, the degree of a node translates to the number
of correspondents of a specific user. Henceforth, inde-
gree will denote the number of senders for all emails
received by a particular user. Similarly, outdegree will
denote the number of recipients for all messages of a

specific user. In such a social graph, the degree distri-
bution crucially affects the searchability of information
and the discovery of expertise in the network, and as
such informs the design of effective search strategies.

Our data suggests that the distributions of indegree
and outdegree appear qualitatively different. Fig. 10
presents the distributions by applying various thresh-
olds on the edge weight; that is, if the weight of an edge
is less than the threshold, the specific edge is removed
from the graph. The rational behind this thresholding
scheme is to separate “well-connected” users that com-
municate frequently, with occasional or isolated com-
munications that often occur within enterprises (e.g.,
announcements). We find that the shape of the dis-
tributions does not appear to be affected by the edge
weight. Additionally, we also plot the degrees for the
undirected case (Fig. 10).

The outdegree distribution exhibits power law over a
wide range of contacts (10s to 1000s) for various thresh-
olds that define an edge connecting two email correspon-
dents (1 to 10 emails over 10 days). The median degree
is 25 for a threshold of 1, and just 2 for a threshold of 10
(1 email per day). The 90% quantiles are 200 and 15 re-
spectively. On the other hand the indegree displays an
exponential decay, with median numbers of correspon-
dents equal to 50 (threshold 1), and 2 (threshold 10).
The 90% quantiles are 300 and 15. Overall, we observe
that for larger weights, the number of edges decreases
significantly, suggesting only a few correspondents for
the majority of users.

The difference in the shape of the two distributions
implies that examining only undirected graphs [1] may
obfuscate significant properties of the graph structure.
For example, while searchability on power-law graphs
would bias queries towards high-degree nodes, such strate-
gies may fail in exponentially degree distributions as the
one observed for the indegree distribution. Our data
suggests that depending on the view, different strate-
gies may be more effective. The directed graph degree
distribution appears to be a mix of the two distribu-
tions, with a small power-law range (especially for larger
thresholds) that is similar to the one present in the out-
degree distribution for the directed case.

6.2 Connectivity Robustness
Does a small degree imply a disconnected graph for

the email social network? Intuitively, the organization
structure imposed by the enterprise should ensure a con-
nected email network, as managers communicate often
with their reports and vice versa. However, it is of in-
terest to examine how the removal of weak ties [15] (i.e.,
infrequent correspondents) affects the robustness of the
overall graph.

To this extent, we examine the largest strongly con-
nected component (SCC) of the social email graph by
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Figure 10: Outdegree and indegree for the directed graph, and degree for the undirected graph, for various thresholds

of edge weight for the email social network.

Figure 11: The size of the giant component and its

relationship to the degree of the nodes, as edges are re-

moved based on their weight. The number of strongly

connected components saturate at around 1000.

conditioning on the edge weight. The SCC refers to a
subset S of a (un)directed graph, such that any node
in S is reachable from any other node in S. We com-
puted the SCC with Tarjan’s algorithm [17] and Nuu-
tila’s modifications [13].

Fig. 11 presents the size of the SCC for the directed
and the undirected case as we increase the threshold
(x-axis), which defines the minimum weight so that an
edge is considered. Further, the figure also highlights
the number of strongly connected components (exclud-
ing isolated nodes) as the threshold increases and the
network becomes disconnected.

We observe that removing weak ties does not break the
global connectivity of the email network. This observa-
tion suggests that a design that encourages users of an
enterprise to connect to a few frequent correspondents
(e.g., through the design of contact lists) would not re-
sult in global dis-connectivity. In particular, defining
an edge between two users that exchanged 1 to 2 emails

over 10 days, decreases the size of the giant connected
components for about an order of magnitude. At the
same, time, the number of connected components ex-
hibits diminishing growth and saturates at around 1000
components. At this stage, on the average the size of
the strongly connected components roughly matches the
number of the minimal organizational groups in the en-
terprise (formed by examining the number of leaf nodes
reporting to the same manager in the organizational
tree). This correlation implies that the organizational
structure does allow part of the network to stay con-
nected even with nodes of small degrees.

For the undirected case, the shrinkage of the giant
SCC is as expected slower, since the weight of the edge
refers to communications in any direction. Finally, we
observe that after roughly 2.5 emails per day, the num-
ber of SCCs diminishes for the directed case, indicating
that most nodes in the graph are isolated at this point
(degree 0).

6.3 Who are Emails Sent To?
The previous sections imply a small number of cor-

respondents per users. Here we examine who are these
small number of correspondents and their characteris-
tics. Questions of interest in this section are, (a) how
many people do users typically target with an email,
and (b) what is the size of the recipient list of an email
(e.g., how many copies of a query are propagated in the
network typically?).

Recipients per email. We first consider the number
of recipients per email (Fig. 12,left) across all emails,
plotted against the number of distinct senders for this
recipient list size. We observe that 75% of emails have
just one recipient, with 95% of all emails having less
than 6. Conditioning on internal senders, these per-
centages drop to 66% and 92% respectively. These re-
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Figure 12: Histogram of the number of recipients per email sent (left) and the histogram of sizes of distinct email

recipient lists (right).

sults suggests that users target a small number of re-
cipients in the vast majority of their communication.
Assuming that some of the emails also seek informa-
tion, it is interesting to note that users are not inclined
to use mass-emailing, but rather target small groups
even within a single organization. These small group
sizes are also consistent with the overall organizational
structure where “report-to” group sizes are of size 6 on
the average, and may suggest that users direct commu-
nications and queries to their peers. This hypothesis is
further examined in section 6.5.

Distinct recipient lists. We want to characterize email
recipient lists. This was already done in Fig. 12(left)
for the recipient list size, but note that the histogram
therein depends on the number of emails sent to a re-
cipient list. We now provide information about the fre-
quency of recipient list sizes over the set of all distinct
recipient lists. Note that this measure depends only
whether an email was sent to a recipient list or not, but
otherwise not on the volume of the emails sent to the
recipient list. In other words, this measure does not
depend on recipient list ”popularity” in terms of the
emails sent, which may change over time. Fig. 12(right)
displays the number of the number of recipient lists for
given recipient list size. A large diversity is observed
for small list sizes as expected, as most conversations
are limited to small groups of users. Larger lists point
towards email distribution lists of various sizes. This
diversity of recipients suggests a need for personalized
services. For example, recommendation engines that
would provide potential recipient suggestions based on
the content of the email may not achieve high hit ratios
without user profiling.

Correspondents per User. So far we have seen that
distinct recipients lists and correspondents are limited

Figure 13: Percentage of user conversations covered

by top-k correspondents. A list of top-5 correspondents

covers more than 40% sent emails for half of the user

population.

per user. However, another important property is the
frequency of communications across these correspon-
dents. Examining the “favorite” correspondents per
user is of interest, as not only such edges provide the
strong ties in the social network [15], but also inform
the design of both network applications and devices.
For example, could a mobile device display the favorite
correspondents of a user in its limited screen without
requiring scrolling actions from the user (typical mobile
devices today fit 5-10 contacts)?

Fig. 13 exactly looks at user communications covered
by the top-k correspondents of the user. For each user,
we identify the percentage of the total emails sent to
each of the users’ recipients, and we then examine the
median the quantiles across users.

Roughly half of the users’ conversations are covered
through the set of the top-6 correspondents (2 and 15
for the 25% and 75% quantiles respectively) for 50% of
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Figure 14: CCDF of the number of distinct users

reached by an email.

Figure 15: CCDF of the number of email forwards.

the users. Additionaly, 90% of the conversations are
covered by the top-25 correspondents. Overall, a list
of top-5 correspondents covers more than 40% of the
emails sent for half of the user population. Increasing
this number to top-10 correspondents covers more than
60% of emails sent for half of the user population. These
observations provide important clues with regards to
the dimensioning the contact list sizes. Achieving large
hit rates, e.g., larger than 50%, requires contact lists of
order 10 users. As previously mentioned, small contact
lists are especially attractive for mobile devices.

6.4 Information Reach
While email as a service is targeted more towards di-

rect communication between two correspondents, email
forwarding may result in significant propagation of in-
formation within an email network, and possibly viral
patterns. Here, we examine to what extent email con-
versations propagate within the enterprise and the over-
all information reach. Concretely, we wish to identify
the number of users that are reached by the same email,
conditioning on its subject. This reach or coverage may
reflect discussions across large groups of users or indeed
propagation of information through forwarding. While
not directly addressed by this analysis, such information
dissemination relates to questions such as, how many
”hops” does a query traverse before being answered, or

Figure 16: Histogram of email recipient lists.

how far an interesting news piece propagates to?
Email coverage. We define coverage as the number of

users that have been reached by the same email (sub-
ject). Note that since different groups can participate
in discussions that feature the same subject, we require
that the set of users covered by each subject must be
connected (i.e., the graph formed between the corre-
sponding users for the specific subject is connected);
otherwise, if there are several disjoint groups discussing
the same subject, we regard them as separate conversa-
tion groups. Of particular interest in this analysis are
emails that originate outside the enterprise, but then
are forwarded internally by the first internal recipient.
This is a measure of how external information may pen-
etrate the enterprise.

Fig. 14 examines both cases of coverage; the overall
coverage, and the one generated by external forwards.
The figure presents the CCDF of the number of users
covered in each case for distinct conversations. Note
that, we limit the analysis to emails with less than 200
recipients in the recipient lists in order to exclude mass
emailing, and large distribution lists. We apply this
threshold since we are interested in viral type of infor-
mation propagation and user conversations.

Overall, 95% of emails reach less than 13 recipients,
with a corresponding number of 8 for the externally
generated emails. These findings highlight limited viral
propagation overall. Further, we find that there is a
strong correlation of the coverage with the number of
initial emails sent by the original forwarder of the email.
This observation further supports the previous indica-
tion of limited information propagation through email.
Possible reasons contributing to these results are the
various discussion tolls (e.g., forums, distribution lists)
where information reaches faster and in a more direct
manner all the interested parties.

External-information relays. In general, forwarding
behavior is not common in the enterprise. Fig 15 shows
that 85% of users forward less than 1 email per day
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Figure 17: Histogram of external email domains.

Figure 18: Inter-site (building) email transfers.

(96% for external emails) which suggests that only a
small number of people act as information relays. This
limited forwarding behavior indicates that it is not typ-
ical for external information to penetrate the enterprise
email network. A possible explanation for this observa-
tion is that users may favor personal email accounts for
non-work related information. Looking at the distribu-
tion of the number of external incoming emails per ex-
ternal domain where the account of the sender belongs
to, indeed reveals that the three top domains are email
service providers. However, in general, external emails
are fairly diverse (Fig. 17) with respect to their origin
domain, with the distribution exhibiting a power-law
behavior.

Information propagation and physical locality. Typ-
ically, most co-workers and peers are collocated in a
building within an enterprise. Coupling this physical
co-location with the small number of correspondents per
user, one would expect that most emails are between
pairs of users that are physically located in the same
building. To examine this hypothesis, we correlated
email communications with physical user location as
seen by the building where user offices are located. In-
terestingly, we found that roughly 70% of internal email
communications are cross-building. Further, Fig 18 ex-
amines how locality of communication depends on the
organizational level, with level numbers indicating the
distance from the root. The figure presents the me-
dian value for each level, and shows that the higher the
level of the user, the less locality email communications

Figure 19: Email flow (log-scale) vs. level distance

between the sender and the receiver for each email com-

munication. The flow is symmetric and decreases expo-

nentially with the distance.

feature. In the following section, we look at how the
structure of the enterprise influences communications.

6.5 Email Flows and Org Structure
As discussed in the previous section, the small num-

ber of correspondents per user is consistent with the av-
erage group size for the leafs of the organizational tree.
It is thus natural to examine whether the imposed or-
ganizational structure influences email communications
between employees, and how this influence manifests in
the email network.

Information flow vs. org levels. We observe that the
rate of email flow decreases exponentially with the orga-
nizational distance between the correspondents. Fig 19
displays the number of emails sent versus the distance
in levels (note that levels increase as we move away for
the root). The flow is symmetrical with respect to the
organizational levels of the correspondents. To examine
whether this symmetry is the result of responses to orig-
inal emails, we condition on “fresh” emails only, where
we exclude all replies. Even after removing replies, the
symmetry is still present in the flow communications.
Further, the peak of the plot suggests high inter-level
communication.

Fig. 19 however does not reveal how intra-level com-
munications depend on the actual level, since this re-
lationship is abstracted in the distance metric (x-axis).
To examine possible dependencies, we plot the portions
of intra-level and inter-level communications versus the
level in Fig. 20. The figure on the left shows high intra-
level communications for middle levels, while the one
on the right highlights that upward (towards the root)
email flow grows with the level. Note that both fig-
ures are partly explained by the organizational struc-
ture where the majority of employees are at the middle
levels. However, the figure on the right does show some
asymmetry where higher levels tend to direct more flow
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Figure 20: (Left) Portion of intra-level email transfers versus org level. (Right) Portion of inter-level flow to upper

org levels.

Type/Rec. list size 1 2 3 4 5 6 7 8 9 ≥ 10
Rep− >Mng 0.49 0.36 0.25 0.16 0.11 0.08 0.06 0.06 0.04 0.049
Mng− >Rep 0.3 0.23 0.17 0.12 0.08 0.08 0.06 0.07 0.6 0.03
Peer− >Peer 13.65 9.54 6.41 4.25 3.20 2.41 2.01 1.63 1.34 13.65

Other 85.56 89.87 93.17 95.48 96.79 97.43 97.87 98.24 98.55 85.56
Table 1: Frequency of user-pair types.

upwards, compared to the flow lower levels send down-
wards.

Org relationship vs. frequency of email communica-
tions. Does user behavior depend on the relationship
between the email correspondents? Intuitively, most
communications should reflect the organizational rela-
tionship between the correspondents, for example one’s
peers, manager or direct reports.

To examine this hypothesis, we first look at the por-
tion of email communications that occur between users
who are likely close collaborators according to the or-
ganizational structure. To this extent, we consider user
pairs that are either in a peer relationship (i.e., report
to the same manager), or have a report-to-manager,
and vice versa relationship. Table 6.5 that only a small
portion of email exchanges occur within these given re-
lationship types. This observation holds irrespective of
the size of the recipient list.

The above observations indicate that he portion of
email exchanges is not an effective indicator of the dis-
tance between two correspondents within the enterprise.
However, extracting such relationships from email com-
munication is of interest for the identification of rele-
vant contacts for employees that are close in the orga-
nization structure. To this end, we further examined
the relationship between “favorite” correspondents; for
each user, we identified the employee that exchanged
the most emails with, and then examined their organi-
zational relationship. Table 6.5 presents these results
in a similar format as Table 6.5. Interestingly, condi-
tioning on large recipients lists, we find larger portions
of peer-to-peer relationships. This observation may be

explained as a consequence of peers collaborating and
addressing emails to the group of their collaborators.

In general however, frequency of emails does not di-
rectly relate to the organizational structure.

7. CONCLUSION
We presented characterisation results on email infor-

mation flows in a large-scale enterprise. The results
span characterization of email workload, user informa-
tion load, user information processing, and social graph
induced by email communications. We believe that
these results enhance our understanding of the email
service usage in corporate environments and inform the
design of novel application features.

We believe that this is only a first step towards un-
derstanding the knowledge dissemination in enterprise
environments through the email lense. Future work may
broaden the analysis to cover other interesting aspects
of the information flow and enterprise social graphs,
and extend the analysis to corporations from other than
software area.
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