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Abstract: In the processing of Chinese documents and queries in information retrieval (IR), one has to
identify the units that are used as indexes. Words and n-grams have been used as indexes in several previous
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n-grams. Our experiments show that a combination of the longest-matching algorithm with single characters
is the best choice.

Keywords: Information retrieval, Chinese, word, n-gram.

1 This work was done while the author was visiting

Microsoft Research China.

1. Introduction

It is now well known that the major difference between
Chinese information retrieval (IR) and IR in European
languages lies in the absence of word boundaries in
sentences. Words have been the basic units of indexing in
traditional IR. As Chinese sentences are written as
continuous character strings, a pre-processing has to be
done to segment sentences into shorter units that may be
used as indexes. Units may be of two kinds: words or n-
grams. In the previous studies, several experiments have
been carried out using these two kinds of indexing units [4,
8, 11]. It turns out that they only lead to a marginal
difference in IR performance when they are used separately.

However, several questions are still not answered
satisfactorily: Does the accuracy of word segmentation
have a significant impact on IR performance? Is it
worthwhile to combine words with n-grams in Chinese IR?
How should this be done? These are the questions we will

examine in this study. The purpose of the study is to
complete the previous results concerning the relationship
between word segmentation, the use of n-grams and the
performance of Chinese IR. A series of tests will be
conducted. This is a step forward to find a good way to
index Chinese texts.

2. Chinese segmentation

There are two methods for segmenting a continuous
character string into shorter units: using n-grams and using
words. The advantage of using n-grams is that it does not
require any linguistic knowledge. This is the main reason
for using n-grams in Chinese and other Asian languages [7,
12]. A string is simply cut down into units of fixed length.
Usually, one uses uni-grams (or characters) and/or bi-grams.
For example, a string ABCD (where each letter represents a
Chinese character) can be segmented into bi-grams AB BC
CD, or uni-grams A B C D.

It is always possible to use longer n-grams. However, the
cost for indexing in IR would be much higher as there will
be a lot more possible units to be considered, thereby
increasing the number of indexes. This additional cost does
not seem to be necessary for Chinese IR because most
meaningful Chinese words are composed of one or two
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characters (our statistics shows that the average length of
words in usage is 1.59). Therefore, bi-grams can
successfully cover most of the words.

The segmentation of Chinese sentences into words requires
linguistic knowledge. Several types of knowledge may be
used: manually constructed dictionary which stores a set of
known words, heuristic rules on word formation, or some
statistical measures based on co-occurrences of characters.
These three types of knowledge may be combined in
different ways. For example, an approach based on a
dictionary often uses also a set of heuristic rules. A
statistical approach may also incorporate a set of heuristic
rules.

Various experiments have been carried out on different
segmentation approaches in the past 15 years. There is no
one single approach shown to be clearly superior to the
others. Most elaborated approaches can achieve a
segmentation accuracy of over 90%. This performance has
been believed to be sufficient for IR. Most people think that
a few segmentation errors would not have a significant
impact on IR performance. This is true if the segmentation
errors do not concern critical words that are the most
significant for a document or a query. In [10] it has been
shown that segmentation accuracy does have an impact on
IR performance. However, the experiment was done on a
small document collection. In the present study, we would
carry out the comparison again with a larger test
collection – TREC corpus [3].

In this study, we will not use a statistical approach for word
segmentation because it would require a large set of
segmented texts as training data, which is not available in
our case. Instead, we have two dictionaries for a dictionary-
based segmentation. Therefore, we will only test
dictionary-based segmentation methods.

A dictionary-based segmentation [2, 9, 14, 15] tries to
identify all the occurrences of the dictionary words in a
sentence. If there are ambiguities, the longest-matching
algorithm is usually used to select the best choice.

Segmentation ambiguities may be of two kinds:
combinatory ambiguity and overlapping ambiguity. The
first kind refers to the case where the string AB (where A
and B may be single characters or strings of characters)
may be considered as a single word, and it can also be
separated into A and B. In other words, the words A and B
may be combined to form a longer word. The second case
refers to the case where ABC may be segmented either as
AB C or A BC, i.e. the words AB and BC overlap. Using
the longest matching, in the first case, the longer word AB
is preferred. In the second case, either solution may be
selected according to the direction in which the longest
matching algorithm is applied. If we start the segmentation
from the beginning (forward application of longest
matching), the first solution will be chosen. If we start from
the end (backward application), we will choose the second

solution. However, there is no clear difference in
segmentation accuracy between these two directions.

The longest matching algorithm has proven to be effective.
In fact, in the first case, if two words may be combined into
a longer word, and this longer word is stored in the
dictionary, it is generally the case that the longer word is
well accepted and denotes a specific meaning. This is the
case, in particular, if a word is composed of single-
character words. In many such cases, single-character
words usually have quite different meanings, or archaic
meanings, in comparison with the meaning of the
compound in modern Chinese. For example, the word��
(system) may be decomposed into � (department, attach,
etc.) and � (unite, sum, all, etc.). However, the meanings
of the characters are very different from the compound �
�. In the case where a compound word is composed of
shorter compound words, the difference between the
meanings of the compound word and the component words
is much less. For example, the word ���� (operating
system) can be separated into �� (operating) and ��
(system). The meaning of the long compound is similar to
those of the component word. Some argue that such a long
compound is not a word, but a phrase. Others may argue
that���� (operating system) corresponds to a specific
concept in computer science. Therefore, it is better to
consider it as a word. The key issue behind this debate is
that there is no clear definition of the notion of word in
Chinese. Without entering into this debate, we will adopt a
loose definition of word for our IR purpose: We will
consider every entry in our dictionary as a word; no matter
it is a short word or a long phrase.

In practice, many words such as date expressions (e.g.��
��	 – year 1934), suffix structures (e.g.
�� - user),
etc. can be more efficiently recognized using heuristic rules.
Therefore, dictionary-based segmentation is often
complemented by a set of heuristic rules to identify such
words. However, it is also possible to store all these words
in the dictionary in order to gain a higher speed.

3. Possible impacts of segmentation on IR

One may tend to use the same longest-matching approach
as described above to segment Chinese documents and
queries for IR. The advantage of doing this is that long
words usually describe more precise meanings than short
words. It may be expected that the retrieval precision (the
proportion of relevant documents among those retrieved)
may be high. However, as we can notice, if a long word
contains several short words, then only the long word will
be identified as an index. The short words included are
ignored. For example, if ���� (operating system) is
identified as a word, �� (operating) and �� (system)
will not. In practice, very often, we can also refer to an
“operating system” by just “system”. Although the word
“system” is included in “operating system”, it will be
considered as a completely independent index from
“operating system” by IR systems. The effect of this is the
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loss in recall, or the phenomenon of silence. That is, some
relevant documents will not be retrieved.

There may be several ways to solve this problem:

1. Instead of only extract the longest words from a
sentence, we can also extract those that are included in
the long words, i.e. we first apply the longest matching
strategy, and then extract the short words involved
within long words. In this way, the short words
involved in long words will also be used as indexes. In
most cases, single characters are also words (although
their meaning may become archaic in modern
Chinese). So this decomposition can go forth till
single characters. In fact, we can even not apply the
longest-matching strategy but use a simple linear look-
up as follows:

Consider a sentence as a string; extract every
word that appears at the beginning of the string no
matter how long it is; remove the first character at the
beginning of the string and repeat the same process
until the string is completely removed.

This simple process extracts all the words in a
sentence. It is much faster than the longest matching
strategy, because no special processing is required to
deal with ambiguities, even in the case of overlapping
ambiguities. We will call this method full
segmentation. This approach turned out to be quite
effective in [11].

2. The longest words may be combined with characters.
In fact, single characters may ensure a certain level of
recall. Therefore, the combination of longest words
with characters may be a reasonable compromise
between precision and recall. This approach has been
used in [5] with success.

Instead of using words, n-grams may also be used as
indexes. One may use only bi-grams. However, our
previous study [11] showed that a combination of bi-grams
with uni-grams (characters) is a better solution. In fact,
some single characters are completely meaningful alone
(e.g.  – build). If only bi-grams are used, such
meaningful characters are forced to combine with another
character. There is a high chance that the character is
combined with different characters in a document and a
query, thus preventing the document from matching the
query on the basis of this character. This is a possible
explanation why bi-grams and characters together lead to a
better performance.

The advantage of bi-grams in comparison with words lies
in its robustness to unknown words. For example, proper
nouns are not all stored in the dictionary, such as��� (a
place in southern China). The word segmentation will
segment the proper noun into three characters: �, �, �.
Using bi-grams, we can still use part of the proper nouns as
indexes: ��, ��. If both bi-grams occur in the same

document, there is a higher chance that the document
concerns ���, than if the three single characters occur
in it. Political terms or abbreviations (e.g. �� – three
turmoils), and foreign names (e.g. ������ - Mount
Minatubo) are similar cases that can be dealt with
effectively by bi-grams. Therefore, bi-grams can consider
unknown words and abbreviations in a better way than
words do.

Words and bi-grams represent two different ways to
represent a text – one relies on linguistic knowledge and the
other on statistical information only. It is a common
practice to combine different evidence to judge document
relevance. So it is also reasonable to combine n-grams with
words.

The approaches suggested above for Chinese IR are very
similar to some approaches in IR for European languages.
In fact, the indexing process is a step to create a
representation of a Chinese text or query. As IR for
European languages, there may be different ways to build
such a representation: by means of keyword, compound
terms, or a certain combination of them. The indexing
problem in Chinese is similar. If we use the three kinds of
indexes described above, we can create three possible
representations for a document and a query as shown in the
following figure:

Words Words

Document Characters Characters Query

Bi-grams Bi-grams

Fig. 1. Possible representations in Chinese IR

In this figure, we see that some correspondences may be
created across representations if different representations
are integrated. If we consider each representation form as a
source of evidence, then the correspondence between a
document and a query shown in Fig. 1 combines multiple
evidence sources, an approach commonly used in
traditional IR [6].

A closer comparison between Chinese IR and IR in
European languages is possible. Roughly speaking, we can
consider Chinese characters as lexemes in European
languages, and Chinese words as words or phrases. It is a
common practice in traditional IR to apply a stemming
process in order to find a reduced form of word. This
operation is similar to a decomposition of compound
Chinese words into characters.

The use of bi-grams is very similar to the attempts to create
word couples as indexes in European languages, except we
do not apply any linguistic knowledge to filter bi-grams.
The full segmentation approach is similar to some
approaches in English IR in which compound phrases are
combined with single words. [13] is one of them. It was
shown that when noun phrases are combined with words, a
slight increase in IR performance is observed. We hope that
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the similar combination of long and short words, as well as
characters, would also lead to some improvement in IR
performance.

So, from an IR point of view, the approaches described
above are not imagined without foundation. They are based
on the previous experience in IR. We will see through our
experiments that these same approaches apply equally well
to Chinese, once one establishes equivalence between the
roles of units in Chinese and European languages.

4. Experimental settings

The tests are conducted on the TREC Chinese corpus [3].
The documents in the collection are articles published in
the People's Daily from 1991 to 1993, and a part of the
news released by the Xinhua News Agency in 1994 and
1995. A set of 54 queries has been set up and evaluated by
people in the NIST (National Institute of Standards and
Technology). This is the only large Chinese corpus
available for IR tests. Some characteristics of the test
corpus are given in the following tables.

NB of
doc.

Total Size
(megabyte)

Average
length

164 789 167.4 507 characters

NB of queries Average length

54 119 characters

Table 1. Characteristics of the test collection

Once Chinese sentences have been segmented in separate
items, traditional IR systems may be used to index them.
These separate items are called "terms" in IR. For our
experiments, we used a modified version (the modifications
are made in order to deal with Chinese) of the SMART
system [1].

The indexing result for a document is a vector of weights:

Di —> (di1, di2, ..., dim).

where dik (1≤k≤m) is the weight of the term tk in the
document Di, and m is the size of the vector space, which is
determined by the number of different terms found in the
collection. In our case, terms are Chinese words and/or n-
grams. The weight dik of a term in a document is calculated
according to its occurrence frequency in the document (tf -
term frequency), as well as its distribution in the entire
collection (idf - inverse document frequency). More
precisely, we used the following formula in Smart (the ltc
weighting scheme):

∑
=

+

+

j
kjk

kik

N/nf

N/nf
ikd

2)]log(*1.0))[(log(

)log(*1.0])[log(

where fik is the occurrence frequency of the term tk in the
document Di, N is the total number of documents in the
collection; nk is the number of documents that contain the
term tk. This is one of the most used tf*idf weighting

schemes in IR.

A query is indexed in a similar way, and a vector is also
obtained for a query:

Qj —> (qi1, qi2, ..., qim).

Similarity between Di and Qj is calculated as the inner
product of their vectors, that is:

Sim(Di, Qj) = ∑
k

jkik qd )*( .

5. Experiments

We will conduct the following tests in order to find out the
best units to be used as indexes for Chinese IR:

1. using the longest matching with a small dictionary and
with a large dictionary

2. combining the first method with characters

3. using full segmentation with or without adding
characters

4. using bi-grams and characters

5. combining words with bi-grams and characters

6. adding an unknown word detection

5.1. Impact of dictionary in word segmentation

We first tested the use of longest matching as a
segmentation means. Two different dictionaries are used in
order to examine the impact of the completeness of the
dictionary on IR performance. The small dictionary
contains 65 502 entries. The large dictionary contains 220K
entries. Note, however, that a certain number of the entries
in the large dictionary are expressions (e.g. of time) that
can also be recognized with heuristic rules. The inclusion
of these expressions in the dictionary only allows for a
higher speed of the segmentation process. We can assume
that the second dictionary is quite complete. In both cases,
we use the same forward longest-matching strategy.

Using the first dictionary, we obtained an average
precision 2 of 0.3797. Using the second dictionary, the
average precision is increased to 0.3907.

Through these two experiments, we can see that a better
dictionary can increase IR effectiveness to some extent.

2 The average precision is measured as the average of the

precision ratios at 11 recall points : 0.0, 0.1, …, 1.0.
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This result is coherent with that in [10] that a better
segmentation leads to a better IR result. However, the
increase is very limited in comparison with the number of
additional entries. From this, it may be concluded that
increasing the size of the dictionary is not a very effective
way to increase IR performance. Other means should be
used in addition.

5.2. Combining single characters with longest
words

As we stated in the last section, one of the problems with
the longest-matching strategy is that the short words
included in long words are ignored. This may affect the
recall ratio (thus the average precision). The first solution
we suggested is to complement the longest words by single
characters. Using this approach, we obtained some
improvements: In the case of the small dictionary, the
average precision becomes 0.4058 (an improvement of
6.9%). In the case of large dictionary, it becomes 0.4290
(9.8% improvement). These increases in performance are
consistent with the results obtained by [5].

In comparison with the last series of experiments in section
5.1, we can see that simply adding single characters is a
more effective way to increase IR performance than trying
to increase the size to the dictionary.

5.3. Using full segmentation

Another way to increase recall is to extract also the short
words implied in long words (full segmentation). We only
report the experiment with the large dictionary here.

Using full segmentation, we obtained an average precision
of 0.4090. In comparison with the longest-matching
algorithm in section 5.1, this performance is higher. This
confirms our intuition that full segmentation may gain
much in recall (although there is a certain loss in precision).

However, this performance is lower than the previous one
(section 5.2). One of the main differences between them is
the cross-word segmentation phenomenon, i.e. some words
are extracted that are composed of parts of two different
words. For example, from the string ���� (exploit a
oilfield), we not only extract the correct words ��
(exploit) and�� (oilfield), but also�� (hair oil). In the
same way, from ���� (accident), we will extract the
wrong word�� (foreign affaires). Obviously these wrong
words will have a great impact on the retrieval results.

As the combination of characters with the longest-matching
algorithm has been beneficial, it is also intuitive to combine
the full segmentation with characters. This combination
may seem strange because single characters are already
extracted from texts. The difference created by adding
single characters once again lies in the weights we attribute
to single characters. In the full segmentation, compound
words are implicitly attributed higher weights, because they
are represented several times: as compound words and as

single characters. However, a single-character word is only
represented once. Therefore, if a query contains several
compound words and some other single-character words,
the former may match documents several times (as
compound and as single characters), whereas the latter only
once. So the addition of single characters may be seen as a
means to better balance the weight between compound and
single-character words.

Using the combination, the average precision is increased
to 0.4117. This shows that the combination indeed creates a
better balance between compound words and single
characters among indexes. However, this performance is
still lower than that in section 5.2.

5.4. Chinese IR using n-grams

In the previous studies [4, 11] it is found that bi-grams may
result in a performance comparable to words. In [11] it is
further shown that if bi-grams are combined with uni-grams
(characters), the performance is better. We repeat this
experiment here, and obtained an average precision of
0.4254. This performance is comparable to the best
performance we obtained using words. It may seem
surprising because many bi-grams are meaningless,
especially bi-grams containing functional characters (e.g.
	 – of). Notice, however, that the IR indexing process also
includes a weighting scheme. If a bi-gram occurs very often
in a document, it is important in that document (the tf
factor). However, if it appears in many documents, then its
importance will be diminished (the idf factor). For most bi-
grams with functional characters, it is very likely that they
appear in many documents. Therefore, their idf weight (and
the total weight) will be reduced. In addition, many bi-
grams will have little incidence on the global IR results
because they do not appear in the queries (of our test
corpus). This is why the global IR effectiveness does not
seem to suffer despite so many meaningless bi-grams.

As we stated in Section 3, the combination of n-grams with
words may gain in robustness. In the TREC queries, a
number of proper nouns and political abbreviations are
used. These words are not stored in the dictionary. By using
bi-grams, they may be better taken into account.

The disadvantage of bi-grams with respect to words is the
much larger number of indexes produced. As a
consequence, the indexing time is more than doubled (from
about 2 hours to more than 5 hours). The disc space
requirement and the retrieval time are increased at about
the same rate. This could raise problems for dealing with
larger document collections.

5.5. Combinations of words and n-grams

As bi-grams and words have their own advantages, is it
possible to combine them to benefit from both of them?
Theoretically, such a combination would yield a better
precision (due to words) and an increased robustness for
unknown words (due to n-grams).
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Words and n-grams may be combined in different ways: 1)
During the segmentation process, one can extract words, bi-
grams and characters at the same time. All the extracted
elements will be used as indexes. 2) Another combination
is to segment documents and queries in two ways: by words,
and by bi-grams and characters. The queries will be
evaluated separately. Then the retrieved results may be
combined by simply sum up the similarities produced by
the two separate retrievals (or multiplied by a relative
importance). The idea behind the second combination is
that, if a document is retrieved by both methods, then it is
likely that the document is relevant. This is the same idea
as the combination of different evidence for document
ranking commonly used in IR [6].

The disadvantage of such a combination is the sharp
increase of processing time and disc space to store the
indexing results. If we segment texts into words, bi-grams
and characters, the total size of the document corpus is
increased to 700 MB from originally 167 MB. As a matter
of fact, we failed to index the whole corpus using Smart
because of the limit of our resources and that of the Smart
system.

We only succeeded in the second kind of combination. Two
cases of combination are tested:

1) combining 5.2 (longest-matching + characters) and 5.4
(bi-grams + characters),

2) combining 5.3 (full segmentation) and 5.4 (bi-grams +
characters).

We obtained respectively an average precision of 0.4260
and 0.4400. They represent slight changes from the
uncombined cases. This result is consistent with those
obtained in TREC-5 and 6 Chinese track (e.g. [8]).
However, the changes are marginal. Whereas the space and
the time are roughly the sum of those required by the
separate runs.

5.6. The impact of unknown word detection

After word segmentation, we noticed that some important
proper nouns and noun phrases have not been recognized as
words, but segmented into single characters. For example,

���� (Mount Minatubo) has been segmented as

 � �  ��. The word ��� (cellular) is also
segmented into �� (bee’s nest) and � (type). This is
because the words are not stored in the dictionary. This
phenomenon is common in Chinese because no dictionary
can store all the words, and new words are created
constantly. Therefore, it is important to have a mechanism
to automatically recognize such words in texts.

We used a NLP analyzer developed in Microsoft –
NLPWin – to recognize such unknown words. NLPWin
first tags texts using a Chart-parser (with a dictionary). For
unknown words, a category is guessed according to its
context. Special rules have also been integrated to
recognize proper nouns. As a consequence, most Chinese
or non-Chinese proper nouns can be tagged and recognized
correctly. Some political terms and abbreviations (e.g.��
- Sino-Vietnam) can also be recognized. Using NLPWin,
we created another set of words that is added to our original
dictionary. From the 54 queries, 80 new words have been
recognized. Most of them are proper nouns or noun phrases.
Table 2 contains some examples of queries for which the
addition of new words has positive impacts.

Among the 54 queries, the addition of unknown words had
positive impact for 10 of them. For 4 queries, negative
impacts have been observed. In particular, for query 10, the
negative impact has been important (from 0.3086 to 0.1359)
because ���� (China Xinjiang) was recognized as a
word. In the documents, however, they are often separated
into two words �� (China) and �� (Xinjiang); and
more often, only �� appears in texts. For the other 40
queries, no significant impact has been observed. Globally,
the recognition of unknown words has a positive impact on
the IR performance. The average precision for the 54
queries is changed from 0.4290 to 0.4342.

original
v.prec.

New
v.prec.

Impr. New words added

9 0.3648 0.4173 14.4% ���� (drug sale)

23 0.3940 0.5154 30.8% ����� (Security committee of UN),!"#$ (peace proposal)

28 0.4824 0.5034 4.4% ��� (cellular),%&' (interchange network)

46 0.3483 0.4192 20.4% �� (Sino-Vietnam)

47 0.5369 0.5847 8.9% 
���� (Mount Minatubo),()* (ozone layer)

54 0.6778 0.7005 3.3% F-16,+,-. (August 17)

Table 2. Impact of unknown word recognition on some queries.
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0.4260 0.4400 0.4342

0.4117 0.4290 0.4254 unknown
words

0.4090 0.3797 0.3907 characters bi-grams
full seg. longest + longest +

small dict. large dict.

Fig. 2. Summary of experiments

5.7. Summary

This series of experiments may be summarized in the figure
2. We can clearly see that as long as different kinds of
indexes are combined, the IR performance increases. The
question now is whether the combination is worth the cost.
Some combinations do not increase much the cost in time
and space. This is the case for the combinations of words
with characters. There are only about 6 000 Chinese
characters in the GB codes. The addition of these characters
does not increase much the vector space, and the cost of
indexing and retrieval.

On the other hand, any indexing scheme that involves bi-
grams is very costly in both time and space. Virtually, there
are 6 000 * 6 000 possible bi-grams in Chinese. Although
many of these bi-grams actually do not appear, the number
is still much higher than the possible words and characters
in Chinese. This will result in a very large vector space,
leading to excessive indexing time and space. Compared
with the combination of words and characters, there is no
advantage for bi-grams, except that it does not require a
dictionary. However, it is no longer a problem to acquire a
high quality Chinese dictionary nowadays. So the use of bi-
grams is not justified.

If we place the above experiments in the context of cross-
language IR (CLIR), the use of bi-grams is even less
justified. In fact, there may be simple methods to translate
queries from or into Chinese words using either a bilingual
dictionary, or using a set of parallel texts as training data.
However, there is no dictionary for bi-grams. The use of
parallel texts is also constrained by the huge amount of
space and time required for training a translation model
with bi-grams. So the use of bi-grams in CLIR is
impracticable.

On the other hand, the recognition of unknown words may
be a feasible way to improve IR performance. It is possible
to select those unknown words above some frequency
threshold. In this way, the indexing space and time will not
be increased drastically.

In conclusion, the best way for Chinese IR and CLIR with
Chinese is to use a combination of words and characters.
This corresponds to the bold lines in figure 2.

6. Conclusions

Many experiments have been done on Chinese IR. The
main concern was on the segmentation of Chinese texts
into smaller units. Two approaches have been proposed:
using words and using n-grams. However, there was still no
conclusive result about the ideal segmentation method to be
used for Chinese IR. In this study, we made a series of
experiments to examine the impact of different
segmentation methods on IR performance. Our experiments
show that words and n-grams can achieve comparable
performances. However, if we consider the time and space
factors, then it is preferable to use words (and characters)
as indexes.

The previous experiments [4, 11] have tested several
indexing methods that turn out to be reasonable for Chinese
IR. In this paper, we tested several additional approaches. It
turns out that a combination of the longest-matching
algorithm with single characters is a good method for
Chinese IR. In addition, if there is an unknown word
detection, the performance can be further improved. The
size of vector space produced is bounded by the number of
known and unknown words, and that of characters. The
indexing and retrieval speed is much faster than that with
bi-grams.

This series of tests is only the first step of our ongoing
research program. In a later stage, Chinese IR will be used
as a step in English-Chinese cross-language IR. For this
task, it is even more difficult to use bi-grams as indexes,
because there is no effective means to translate English
words to Chinese bi-grams. This is another reason why we
privilege words and characters as indexes for Chinese texts.
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