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ABSTRACT 

Composers of popular music weave lyrics, melody, and 

instrumentation together to create a consistent and com-

pelling emotional scene. The relationships among these 

elements are critical to musical communication, and un-

derstanding the statistics behind these relationships can 

contribute to numerous problems in music information 

retrieval and creativity support. In this paper, we present 

the results of an observational study on a large symbolic 

database of popular music; our results identify several 

patterns in the relationship between lyrics and melody.  

1. INTRODUCTION 

Popular music uses several streams of information to 

create an emotionally engaging experience for the listen-

er. Lyrics, melody, chords, dynamics, instrumentation, 

and other aspects of a song operate in tandem to produce 

a compelling musical percept. Extensive previous work 

has explored each of these elements in isolation, and cer-

tain relationships among these components – for exam-

ple, the relationship between melody and chords – have 

also been addressed in the research community. However, 

despite their salience and central role in music cognition, 

lyrics have not been addressed by computational analysis 

to the same degree as other aspects of popular music. 

In this study, we examine the relationship between 

lyrics and melody in popular music. Specifically, we in-

vestigate the assumption that songwriters tend to align 

low-level features of a song’s text with musical features. 

Composer Stephen Sondheim, for example, has com-

mented that he selects rhythms in music to match the nat-

ural inflections of speech [1], and popular books on 

songwriting suggest considering the natural rhythms of 

speech when writing melodies [2]. With this qualitative 

evidence in mind, we quantitatively examine relation-

ships between text and music using a corpus of several 

hundred popular songs. Specifically, we investigate the 

general hypothesis that textual salience is correlated with 

musical salience, by extracting features representative of 

each and exploring correlations among those features.  

This study contributes fundamental statistics to musi-

cology and music-cognition research, and makes the fol-

lowing specific contributions to the music information 

retrieval community: 

1) We establish new features in the hybrid space of lyr-

ics and melody, which may contribute to musical in-

formation and genre analysis as well as music rec-

ommendation. 

2) We demonstrate a quantitative correlation between 

lyrical and melodic features, motivating their use in 

composition-support tools which help composers 

work with music and text. 

3) We strengthen the connection between MIR and 

speech research; the features presented here are 

closely related to natural patterns in speech rhythm 

and prosody. 

4) We make analysis of lyrics and melody in popular 

music more accessible to the community, by releas-

ing the parsing and preprocessing code developed for 

this work. 

2. RELATED WORK 

Previous work in the linguistics and speech communities 

has demonstrated that inherent rhythms are present even 

in non-musical speech (e.g. [3,4]). Additional work has 

shown that the rhythms inherent to a composer’s native 

language can influence instrumental melodic composi-

tion. Patel and Daniele [5] show a significant influence of 

native language (either English or French) on composers’ 

choice of rhythmic patterns, and Patel et al. [6] extend 

this work to show a similar influence of native language 

on the selection of pitch intervals. This work does not in-

volve text per se, only the latent effect of language on in-

strumental classical music. Beyond the rhythmic aspects 

of speech, additional work has demonstrated that vowels 

have different intrinsic pitches [7], and even that pho-

nemes present in musical lyrics can influence a listener’s 

perception of pitch intervals [8]. This work supports our 

claim that there is a strong connection between not only 

rhythmic aspects of speech and music, but also between 

linguistic, phonemic, pitch, and timbral aspects of speech 

and music. 

In addition to these explorations into the fundamental 

properties of speech and lyrics, preliminary applications 

of the statistics of lyrics have begun to emerge for both 

creativity support tools and problems in music informa-

tion retrieval and analysis. Proposing a creativity support 

tool to explore alignments of melodies and lyrics, [9] uses 
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a series of hand-coded heuristics to align a known set of 

lyrics to the rhythm of a known melody. Oliveira et al. 

[10] develop a preliminary system that addresses the 

problem of generating text to match a known rhythm; this 

works also includes a preliminary analysis of a small da-

tabase to qualitatively validate the authors’ assumptions. 

Wang et al. [11] and Iskandar et al. [12] use higher-

level properties of lyrical structure to improve the auto-

matic alignment of recordings with corresponding lyrics. 

Lee and Cremer [13] take a similar approach to match 

high-level segments of lyrics to corresponding segments 

in a recording. Recent work in the music information re-

trieval community has also applied lyric analysis to prob-

lems in topic detection [14], music database browsing 

[15], genre classification [16], style identification [17], 

and emotion estimation [18]. This work motivates the 

present study and suggests the breadth of applications 

that will benefit from a deeper, quantitative understand-

ing of the relationship between lyrics and melody. 

3. METHODS 

3.1 Data Sources and Preprocessing 

Our database consisted of 679 popular music lead sheets 

in MusicXML format. 229 of our lead sheets came from a 

private collection; the remaining 450 came from Wikifo-

nia.org, an online lead sheet repository. Our data spans a 

variety of popular genres, including pop, rock, R&B, 

country, Latin, and jazz, with a small sampling of folk 

music. 

Each lead sheet in our database contains a melody, 

lyrics, and chords for a single song (chords were not used 

in the present analysis). Lyrics are bound to individual 

notes; i.e., no alignment step was necessary to assign lyr-

ics to their corresponding notes. Word boundaries were 

provided in the MusicXML data so it was possible to de-

termine which syllables were joined to make whole 

words without consulting a dictionary. Key and time sig-

nature information was also provided for each song (in-

cluding any changes within a song). For all analyses pre-

sented in this paper, we ignored measures of music with a 

time signature other than 4/4. Lead sheets were processed 

to build a flat table of notes (pitch and duration) and their 

corresponding syllables, with repeats flattened (expanded 

and rewritten without repeats) to allow more straightfor-

ward analysis. 

3.2 Computed Musical Features 

This section describes the three features that were com-

puted for each note in our melody data. 

3.2.1 Metric Position 

For each note, the “Metric Position” feature was assigned 

to one of five possible values based on the timing of the 

note’s onset: downbeat (for notes beginning on beat 1), 

half-beat (for notes beginning on beat 3), quarter beat 

(beginning on beats 2 or 4), eighth beat (beginning on 

the “and” of any quarter beat), and other. 

3.2.2 Melodic Peak 

The “Melodic Peak” feature is set to True for any note 

with a higher pitch than the preceding and subsequent 

notes. It is set to False otherwise (including notes at the 

beginning and end of a song). We selected this feature 

because previous research has connected melodic con-

tours to a number of features in instrumental music [19]. 

3.2.3 Relative Duration  

For a note in song s, the “Relative Duration” feature is 

computed by calculating the mean duration (in beats) for 

all notes in s and then dividing each note’s duration by 

the mean. Thus “Relative Duration” values greater than 1 

indicate notes longer than mean duration for the asso-

ciated song. 

3.3 Computed Lyrical Features 

This section describes the three features that were com-

puted for each syllable in our lyric data, based on the syl-

lable itself and/or the containing word. 

We determined the pronunciation of each syllable by 

looking up the containing word in the CMU Pronouncing 

Dictionary [20], a public-domain, machine-readable Eng-

lish dictionary that provides phoneme and stress level in-

formation for each syllable in a word. In cases where the 

dictionary provided alternate pronunciations, we selected 

the first one with the correct number of syllables. Un-

known words and words whose associated set of notes in 

our MusicXML data did not correspond in number to the 

number of syllables specified by the dictionary were re-

moved from the data. Note that this dictionary provides 

pronunciation for isolated words. Stress patterns can 

change based on the surrounding context, so this pronun-

ciation data is only an approximation of natural speech. 

3.3.1 Syllable Stress 

The CMU dictionary gives a stress level according to the 

following ordinal scale: Unstressed, Secondary Stress, 

and Primary Stress; each syllable was assigned one of 

these three values for the “Syllable Stress” feature. Sec-

ondary stress is typically assigned in words with more 

than two syllables, where one syllable receives some 

stress but is not the primary accent. For example, in the 

word “letterhead”, the first syllable is assigned a primary 

stress, the second is unstressed, and the third is assigned a 

secondary stress. 

3.3.2 Stopwords 

Stopwords are very common words that carry little se-

mantic information, such as “a”, “the”, and “of”. Stop-

words are generally ignored as “noise” in text processing 



  

 

systems such as search engines. There is no definitive or 

absolutely correct list of English stopwords; we use the 

monosyllabic subset of the online adaption [21] of the 

fairly canonical stopword list originally presented by van 

Rijsbergen [22]. We specifically choose the monosyllabic 

subset so that we are conservative in our identification of 

stopwords; we consider words such as “never”, while 

perhaps too common for certain applications, to be se-

mantically rich enough to merit treatment as non-

stopwords. The “Stopword” feature is set to True or 

False for each monosyllabic word, and is undefined for 

multisyllable words. 

3.3.3 Vowels 

Each syllable in the dictionary may include multiple con-

sonants, but only one vowel. We extract the vowel for 

each syllable; this categorical feature can take on one of 

15 possible values, enumerated in Table 1. 

4. RESULTS 

Having established a set of features in both the melodic 

and lyrical spaces, we now turn our attention to exploring 

correlations among those features. 

4.1 Syllable Stress 

Based on our general hypothesis that musical salience is 

frequently associated with lyrical salience, we hypothe-

sized that stressed syllables would tend to be associated 

with musically accented notes. We thus explored correla-

tions between the “Syllable Stress” feature and each of 

our melodic features. Each analysis in this subsection was 

performed only using note data associated with polysyl-

labic words, so that stress values are meaningful. 

4.1.1 Syllable Stress and Metric Position 

A stronger syllable stress is associated with a stronger 

metric position, as we see in Figures 1 and 2. These give 

two different views of the data, based on conditioning 

first by either metric position or syllable stress. 

Figure 1 demonstrates that the half beat and downbeat 

positions strongly favor stressed syllables, and are rarely 

associated with unstressed syllables. For comparison, 

stressed and unstressed syllables occur with approximate-

ly equal a priori probabilities (P(primary stress) = 0.46 

 
CMU Vowel IPA (Pan-English) Example 

AH  hut 

UH  hood 

IH  it 

ER  hurt 

EH  Ed 

AE  at 

AA  odd 

IY  eat 

UW  two 

AY  hide 

AO  ought 

OW  oat 

EY  ate 

AW  cow 

OY  toy 

Table 1. Vowels used in our analysis (sorted by in-

creasing average associated relative note duration – 
see section 4.4). In order to classify vowels as short, 
long, or diphthong, vowels from the CMU dictionary 
were translated to Pan-English IPA (International 
Phonetic Alphabet) symbols according to [23]. Sym-
bols ending in a colon (:) represent long vowels; 
symbols containing two characters (e.g. o) 

represent diphthongs. As is further elaborated in 
Section 4, we highlight that when sorted by average 
musical note duration, short vowels are correlated 
with shorter durations than long vowels and diph-
thongs in all cases, and with the exception of one 
long vowel (AO, or :), diphthongs are assigned 

longer durations than long vowels. 



Figure 2. P(metric position | syllable stress). Un-
stressed syllables are very unlikely to show up on a 
downbeat, but very likely at an 8th beat position. Pri-
mary stresses rarely occur on off-beats. 















  









Figure 1. P(syllable stress | metric position). The 
stronger a note’s metric position, the more likely it is 
that the associated syllable has a primary stress. 
Secondary stresses are rare overall and were omitted 
from this graph. 























    







  

 

and P(unstressed) = 0.48). Figure 2 similarly shows that 

unstressed syllables are very unlikely to show up on a 

downbeat, but very likely at an 8th-beat position, and that 

primary stresses rarely occur on off-beats. Pearson’s Chi-

Square test confirms a significant relationship between 

these features (p < 0.0001). 

4.1.2 Syllable Stress and Melodic Peaks 

Figure 3 shows that stronger syllable stress is also strong-

ly associated with the occurrence of melodic peaks. This 

relationship holds in both directions: the probability of a 

primary stress is significantly higher at syllables corres-

ponding to melodic peaks than at non-peaks, and the 

probability of a melodic peak is much higher at stressed 

syllables than non-stressed syllables. Pearson’s Chi-

Square test confirms a significant relationship between 

these features (p < 0.0001). 

4.1.3 Syllable Stress and Note Duration 

In Figure 4, the “Relative Duration” feature has been dis-

cretized into two values: “Short” (Relative Duration  1, 

i.e. notes shorter than the mean duration within a song), 

and “Long” (Relative Duration > 1). Figure 4 shows that 

long notes are more likely to associated with stressed syl-

lables than unstressed syllables, and short notes are more 

likely to be associated with unstressed syllables. The in-

verse relationship is true as well; most notes (55%) asso-

ciated with unstressed syllables are short, and most notes 

(55%) associated with primary-stress syllables are long. 
Pearson’s Chi-Square test confirms a significant relation-

ship between these features (p < 0.0001).  

4.2 Stopwords 

Based on our general hypothesis that musical salience is 

frequently associated with lyrical salience, we hypothe-

sized that semantically meaningful words would tend to 

be associated with musically salient notes, and conse-

quently that stopwords – which carry little semantic in-

formation – would be associated with musically non-

salient notes. In this subsection, only notes associated 

with monosyllabic words are used in the analysis, since 

our list of stopwords includes only monosyllabic words. 

4.2.1 Stopwords and Metric Position 

Figure 5 shows the probability of finding a stopword at 

each metric position. The stronger the metric position, the 

less likely the corresponding word is to be a stopword. 

The overall probability of a stopword (across all metric 

positions) is 0.59. However, the half-beat and downbeat 

positions favor non-stopwords. Pearson’s Chi-Square test 

confirms a significant relationship between these features 

(p < 0.0001). 

4.2.2 Stopwords and Melodic Peaks 

Figure 6 shows that melodic peaks are more frequently 

associated with non-stopwords than with stopwords. The 

inverse relationship holds as well: the probability of ob-

serving a stopword at a melodic peak is lower than at a 

non-peak. Pearson’s Chi-Square test confirms a signifi-

cant relationship between these features (p < 0.0001).  



Figure 3. P(melodic peak | syllable stress). The 
probability of a melodic peak increases with increas-
ing syllable stress. 























  



Figure 4. P(syllable stress | relative duration). The 
“Relative Duration” feature was discretized into two 
values: “Short” (Relative Duration  1, i.e. notes 
shorter than the mean duration within a song), and 
“Long” (Relative Duration > 1). Shorter note durations 
are more likely to be associated with unstressed syl-
lables; longer durations are more likely to be asso-
ciated with stressed syllables. 















 







Figure 5. P(stopword | metric position). This graph 
shows metric positions moving from weak (left) to 
strong (right), and the corresponding decrease in the 
probability of stopwords at corresponding syllables.  

 



















    



  

 

4.3 Vowels 

We hypothesized that vowel sounds would vary reliably 

with note durations, reflecting both the aesthetic proper-

ties of different vowel types and the impact of different 

vowel types on a singer’s performance. We thus looked at 

correlations between the “phonetic length” of vowels 

(short, long, or diphthong) and the average durations of 

corresponding notes. We assign phonetic length to vowel 

length according to the IPA convention for Pan-English 

interpretation of phonemes (Table 1). 

4.3.1 Vowels and Relative Duration 

Figure 7 is a sorted plot of mean relative duration of notes 

for each vowel type. In general agreement with our hypo-

thesis, the shorter vowels all have mean relative duration 

less than 1 (i.e. short vowels have shorter duration than 

average in a song); long vowels and diphthongs have 

mean relative duration greater than 1 (i.e. long vowels 

have longer duration than average). We highlight that 

short vowels are correlated with shorter durations than 

long vowels and diphthongs in all cases, and with the ex-

ception of one long vowel (AO, or ), diphthongs are as-

signed longer durations than long vowels. 

If we generate a Boolean feature indicating whether a 

vowel is long (including diphthongs) or short, and we si-

milarly use the Boolean version of the “Relative Dura-

tion” feature (see Figure 5), we can proceed as in pre-

vious sections and correlate vowel length with relative 

duration. Figure 8 shows that longer notes are more likely 

to be associated with long vowels, and short notes with 

short vowels. Pearson’s Chi-Square test confirms the sig-

nificance of this relationship (p < 0.0001). 

5. DISCUSSION 

5.1 Summary of Findings 

We have introduced an approach for analyzing relation-

ships between lyrics and melody in popular music. Here 

we summarize the relationships presented in Section 4: 

1) Level of syllabic stress is strongly correlated with 
strength of metric position. 

2) Level of syllabic stress is strongly correlated with the 
probability of melodic peaks. 

3) Level of syllabic stress is strongly correlated with 
note duration. 

4) Stopwords (which carry little semantic weight) are 
strongly correlated with weak metric positions. 

5) Stopwords are much less likely to coincide with me-
lodic peaks than non-stopwords. 

6) Short vowels tend to be associated with shorter notes 
than long vowels, which tend to be associated with 
shorter notes than diphthongs. 

These findings support our highest-level hypothesis: 
songwriters tend to align salient notes with salient lyrics. 
The strength of these relationships – and our ability to 
find them using intuitive features in both lyrics and me-
lody – suggests the short-term potential to apply these 
relationships to both MIR and creativity support tools. 

5.2 Applications and Future Work 

The analysis presented here used features that were easily 

accessible in our database of symbolic popular music. Fu-

ture work will explore similar relationships among more 



Figure 6. P(melodic peak | stopword). Melodic peaks 
are significantly more likely to coincide with non-
stopwords than with stopwords. 



















 



Figure 7. Mean relative duration of notes associated 
with each vowel, sorted form short notes (left) to long 
(right). The resulting partitioning of similar vowel 
types shows that short vowels are correlated with 
shorter durations than long vowels and diphthongs in 
all cases, and with the exception of one long vowel 
(AO), diphthongs are correlated with longer durations 
than long vowels. 

 



















              









Figure 8. P(vowel type | relative duration). Short 
notes are more frequently associated with short vo-

wels, and long notes with long vowels. 















 







  

 

complex features of both lyrics (e.g. valence, parts of 

speech) and music (e.g. tone and timbre, dynamics, and 

pronunciation data extracted from vocal performances). 

Understanding the statistics of lyrics alone will con-

tribute to the many of the same applications that will ben-

efit from our understanding of the relationship between 

lyrics and music. Therefore, future work will also include 

a large-scale study that more deeply explores the statistics 

and grammatical patterns inherent to popular lyrics, as 

compared to non-musical text corpora.  

Most importantly, future work will explore applica-

tions of a quantitative understanding of the relationship 

between lyrics and melody. For example, these relation-

ships can provide priors for lyric transcription and lyric 

alignment to audio recordings. Similarly, strengthening 

the connection between music and lyrics will allow us to 

more easily borrow techniques from the speech commu-

nity for problems such as artist identification and score-

following for popular music. 

Furthermore, a quantitative understanding of the rela-

tionship between lyrics and melody has applications in 

tools that support the creative process. Composers and 

novices alike may benefit from systems that can suggest 

lyrics to match a given melody or vice versa, and under-

standing the relationships presented in this paper is an 

important first step in this direction. One might similarly 

imagine a “grammar checker” for popular composition, 

which provides suggestions or identifies anomalies not in 

text, but in the relationship between melody and lyrics. 

6. PREPROCESSING TOOLKIT 

In order to stimulate research in this area and allow repli-

cation of our experiments, we provide the preprocessing 

components of our analysis toolkit to the community at: 

http://www.music.informatics.indiana.edu/code/musicxml 

The archive posted at this location does not include our 

database (for copyright reasons), but we provide instruc-

tions for downloading the Wikifonia data set. 
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