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AbstractIt has been claimed that multicast state can-not be aggregated. In this paper, we will debunkthis myth and present a simple technique that canbe used to aggregate multicast forwarding state.In particular, we present an interface-centric datastructure model which allows aggregation of rangesof multicast addresses in the forwarding table.Understanding the limits of possible aggregationis critical to our knowledge of how IP multicastwill scale as it becomes widely deployed. We showthrough analysis and simulation that some aggrega-tion is possible, even under purely random addressallocation and purely random group membershipdistribution. We further show how other methodsof allocation can signi�cantly improve the abilityto aggregate, and how non-random distributions ofmembership can a�ect aggregation both positivelyand negatively.1 IntroductionWith the advent of second and third genera-tion multicast routing protocols[1, 2, 3, 4] andwidespread host implementations, IP Multicast is�nally starting to be widely deployed in the Inter-net. There are still relatively few multicast appli-cations in use, but it is expected that this will startto change rapidly as application writers start to beable to assume that many hosts will have access to

multicast.To date, most work on multicast scalability hascentered on the applications and on multicast rout-ing. However, in the long run, the biggest issuefacing multicast deployment is likely to be the scal-ability of multicast forwarding state as the num-ber of multicast groups increases. It has beenclaimed [5, 6] that multicast forwarding state can-not be aggregated, but this is incorrect. In this pa-per we examine this issue to derive both limits andexpectations for our ability to aggregate multicastforwarding state in Internet routers.It is important to understand that our results ap-ply to the forwarding tables in a router that areused to forward packets. Since a lookup amongO(N) state can be done in log(N) time, reducingthe state requirement is the most signi�cant bene-�t of aggregation, although the speed of multicastpacket forwarding may also bene�t as a result. Wedo not concern ourselves with state the router mayneed to keep in order to maintain these forward-ing tables, nor with routing protocols needed tomaintain them. The memory to hold such ancil-lary state does not need to be either fast or directlylocated on interface processors, so it is not a signif-icant limitation on router performance. Similarly,join messages involved in multicast routing need notbe aggregated1 so long as their rate is scaled back1It may be possible to do some aggregation of these mes-sages, but even if this is not done, it will not normally causeproblems.



to prevent the routing tra�c dominating, and themulticast routing protocols use appropriate scalabletimers[7].With respect to multicast forwarding state, wewill argue:� Shared trees used by second and third gen-eration multicast routing protocols (such asCBT[2], BGMP[4], and to some extent PIM-SM[1]) mean that the number and location ofsources does not a�ect aggregatability.� If we consider forwarding state on a per-interface basis, then aggregation can be per-formed independent of the number of interfaceson a router.� For incoming interface state on point-to-pointlinks, and outgoing interface state on all links,we only need to consider the groups traversinga particular router and can completely aggre-gate all groups that do not traverse that router.� For bidirectional trees such as those built byCBT and BGMP, no incoming interface state isrequired at all on point-to-point links betweenrouters.� Some aggregation of both incoming and out-going forwarding state is possible, even withcompletely random multicast address alloca-tion and random group membership.� Allocating multicast addresses in a hierarchicalfashion can increase the ability to aggregate

forwarding state.� The clustering of groups by locality (wellknown for telephony tra�c) can increase theaggregatability of forwarding state when hi-erarchical multicast address allocation is alsoperformed.We will only consider perfect forwarding state ag-gregation in this paper; that is aggregation thatdoes not change the distribution of multicast traf-�c. Imperfect or leaky aggregation is also possible,in which some low rate groups are allowed to tra-verse links that would not normally need to carrythe tra�c. Leaky aggregation is an extension of per-fect aggregation that results in a further compres-sion of the forwarding state at the expense of usingadditional link bandwidth. We leave the study ofleaky aggregation for future work. One paper onthis topic is [8].We also do not consider methods of reducingforwarding state that rely on encapsulation, al-though these methods also show signi�cant promise.In such mechanisms (e.g., Dynamic Tunnel Multi-cast [9]), sparse groups may be unicast encapsulatedacross sections of the backbone where no multicastfanout occurs, relieving the intervening routers ofthe need to hold forwarding state.The remainder of this paper is organized as fol-lows: Section 2 gives some background on multi-cast forwarding, and section 3 presents an interface-centric state model. Section 4 provides an analysis2



of aggregatability under independence assumptions,and section 5 presents simulations of aggregatabil-ity after removing these assumptions. Finally, sec-tion 6 discusses related work, and section 7 coversconclusions and future work.2 BackgroundWe start by describing the actions that must beperformed by a multicast forwarder. First, a packetarrives on some interface, and the forwarder mustdecide whether to accept or drop the packet. Forexample, the decision might be based on whether itarrived on the interface towards the source (knownas a \Reverse Path Forwarding (RPF) check"), suchas is done when DVMRP [10] or PIM-SM is runningon the arrival interface. It might instead be basedon some other criteria (as in the case of MOSPF [11]or CBT). In general, this decision can be viewed asapplying an input packet �lter IFi(group; source)per interface i. The acceptance decision can thenbe viewed independently of the multicast protocolin use on the interface; the protocol merely suppliesthe �lter IFi : (group; source)! f0; 1g.In general, a �lter F is an implementation of afunction F : (group; source)! f0; 1gWe now concatenate group and source into onedouble-length address a, and the �lter becomes:F : a! f0; 1g

This representation will allow our results to applyboth to architectures which require (group,source)state, as well as those (like CBT) which only re-quire group state and for whom a would simplybe the group address. Since we desire to explorethe scalability of multicast state, we will hereafterconcern ourselves primarily with protocols whichuse group-shared trees and hence a will be synony-mous with the group address. In other words, usinggroup-shared trees makes the number and locationof sources irrelevant, since per-source state is notkept.If the packet passes the input �lter, the forwardermust then determine which of its other interfacesare considered \outgoing" interfaces for the packet,and send the packet out of each outgoing interface.This operation can be logically viewed as an outputpacket �lter per interface (OFi : a ! f0; 1g). Apacket received by the router is sent out of a giveninterface if it passes both the input �lter on theincoming interface, as well as the output �lter onthe outgoing interface.Some misconceptions of state requirements arebased on the popular Unix kernel implementation.This implementation keeps multicast forwardingstate per (group,source) pair, consisting of an in-coming interface, and an outgoing interface list2.When a packet arrives, a matching (group,source)2The list is stored in the Unix kernel as a bitmap of 32interfaces. To e�ciently support an arbitrary number, anactual list would be needed.3



entry is found or created, the incoming interfacecheck is done to see whether to drop it on in-put, and if not dropped, then the packet is sentout of each interface in the outgoing interface list.Since this implementation is common, it is easyto incorrectly assume that this is the only possi-ble implementation model. In this model, the in-put �lter is implemented by comparing the inter-face i on which the packet arrived with the in-coming interface stored in the (group,source) en-try. Hence, IFi(group; source) is implemented as\i == iif(group; source)". The output �lter is im-plemented by testing to see whether a given inter-face is in the outgoing interface list stored with the(group,source) entry. Hence, OFi(group; source) is\i 2 oiflist(group; source)".In the next section, we present an alternative im-plementation model which illustrates more clearlyhow forwarding state aggregation may be donewithout loss of information.3 Implementation ModelWhile the Unix kernel has a (group,source)-centric state implementation model, we describein this section an interface-centric implementationmodel.Let each interface be associated with its own copyof an input �lter and an output �lter. Each �l-ter is again such that it yields a pass-or-fail an-swer for a given group and source. Each interface's

state is independent of the state for all other in-terfaces. When a packet arrives on an interface,it must �rst pass that interface's input �lter. If itpasses, then the output �lter of every other interfaceis independently checked to see whether the packetshould be sent out of that interface. In compar-ing the interface-centric implementation model tothe (group,source)-centric implementation model,we note that the two models have equivalent func-tionality.3.1 Router/Switch ArchitecturesRouter technology is moving more towards hav-ing multiple parallel processors, with the extremebeing a separate processor per interface (e.g., [12,13]). Hence, the interface-centric model need notentail any processing time disadvantage over the(group,source)-centric model, since output �ltersmay be tested in parallel. Hence, we will concen-trate on the ability to aggregate state.A survey of a number of multicast switch archi-tectures can be found in [14]. Such architecturestypically distribute multicast packets in one of twoways.Enumerate and unicast: When a multicastpacket is to be forwarded, a lookup is �rstdone on the header to �nd the list of outgoinginterfaces. Copies are then made, with onecopy being sent to each outgoing interface.In this method, the lookups may or may not be4



done in a centralized location on the router forall interfaces. Our interface-centric state modelcould be applied, for example, if lookups weredone in a centralized location, and that mod-ule did in parallel a lookup in each outgoinginterface �lter.Broadcast and �lter: The multicast packet issent to all interfaces (e.g. across a shared bus),and a \fast �lter" drops those packets whichshould not be sent out the interface. Accord-ing to [14], such switches yield the best perfor-mance, but are more expensive.In this method, the \fast �lter" corresponds ex-actly to an output �lter in the interface-centricstate model.Recent work (e.g. [15, 16, 17, 18]) has shownthat even route lookups can be done at gigabitor higher speeds.3.2 Locally-Active GroupsThe next step is to take into account the fact thatmany, if not most, addresses are not in use at anygiven time, and of those that are, a given router willnot be on the tree for most of them. Sparse-modeprotocols, such as PIM-SM, CBT, and BGMP, re-quire no state for groups for which a router is noton the distribution tree. Dense-mode protocols,such as PIM-DM [19], DVMRP, and MOSPF, cre-ate state in routers regardless of whether the routeris on the tree. Since dense-mode protocols are less

scalable than sparse-mode protocols, deployment ismoving more towards using sparse-mode protocols.Hence, we will hereafter assume that a router hasstate for a given address only if it has downstreamreceivers, and therefore is on the distribution tree3.We de�ne a group to be \locally-active" at agiven router if state is required. Hence, \locally-active" means that the local router is receiving re-quests for data matching the given address.Let Grtr be the number of locally-active groups.Let A be the size of the address space for a. Letu = G=A be the address space utilization (or den-sity). If locally-active groups are randomly dis-tributed throughout the address space, then u isalso the probability that any given address is in useby a locally-active group.For all addresses which are not locally-active, let IFi(a) = 0 8i and OFj(a) =d (\don't care") 8j. This invariant provides per-fect �ltering.Let Gglob be the number of groups which are ac-tive anywhere in the network. Let E[n] be the ex-pected number of routers on a given multicast dis-tribution tree. Then Gglob � E[n] = E[Grtr] � N ,where N is the number of routers in the network.Hence E[Grtr] = Gglob �E[n]=N .To investigate the aggregatability of multicastforwarding state, we are now interested in the3For unidirectional trees, this means that at least oneinterface is an outgoing interface. For bidirectional trees, atleast two interfaces are outgoing interfaces.5



amount of state necessary to implement a �lter F asusage (in terms of number of groups, sources, andreceivers) increases.We �rst give existence proofs showing how a �lterF can be implemented in state-e�cient ways. Thiswill give upper bounds on the forwarding state re-quirement. We will not show that there does not ex-ist an even more e�cient implementationmodel; wewill however show that multicast forwarding state isinherently at least as aggregatable as our bounds.4 Aggregating Filter StateOur goal will be to construct a �lter F 0 such thatF 0 and F are equivalent for all addresses which mat-ter (as de�ned below). We will see that in somecases, such as for addresses not in use, F (a) =\don't care", denoted d. Hence, we desire an e�-cient F 0(a) where either F 0(a) = F (a) or F (a) = d.The �rst step is to realize that adjacent valuesof a which yield the same result can be aggregated.That is, if F (a + k) = F (a) 8k : 1 � k � n, thenF (a) through F (a+ n) are aggregatable.Thus, a �lter F can be implemented by storinga set S of ranges of addresses which yield a resultof 1 (F (a) = 1 , 9r 2 S; a 2 r). If there areR = jSj ranges, then a binary search can be donein O(logR) time. Our objective will be to �nd therelationship between R and the number of groupsactive at a router Grtr.We will initially assume that successive values of

F (a) are independent. We will then relax this as-sumption in Section 5.Lemma 1 (Range Span with Independence)Let successive values of a given �lter F (a) be inde-pendent. Let p be the probability that F (a) = 1. Letq be the probability that F (a) = 0. Let r = 1�p� qbe the probability that F (a) = d (\don't care").Then a �lter F 0 can be constructed with expectedstate E[R] = A pqp + q = A pq1� rProof: One range, plus the inter-range gap followingit, represents a series of \successes" (1's and \don'tcares"), followed by a series of \failures" (0's anddon't cares). The number of successes until fail-ure follows a geometric distribution with parameterq. Hence, the expected number of successes untilfailure is 1=q. Likewise, the expected number offailures until success is 1=p.The expected number of addresses which can beaggregated into a single range is therefore given by:1q + 1p = p+ qpqSo E[R] = Apq=(p+ q) = Apq=(1� r). �Lemma1 can be applied to input �lter state whenaddresses are allocated randomly from a uniformdistribution, and addresses have no topological sig-ni�cance (meaning that a router is on a random setof distribution trees), as shown in the following twotheorems.6



For the remainder of this paper, we will use theterm RIF to mean the number of ranges in an input�lter, and ROF to mean the number of ranges in anoutput �lter.Theorem 1 (Input Filter State for Bidirec-tional Trees under Random Allocation) Letaddresses be allocated randomly from a uniform dis-tribution, and have no topological signi�cance. Forbidirectional trees (which have no incoming inter-face check):E[RIF ] = Grtr �1� GrtrA �Proof: For input �lter state, r = 0. Since �lteroutput values are independent, q = 1� p. Since noincoming interface check is done, p = u = (Grtr=A).Lemma 1 then gives E[RIF ] = Grtr(1 � GrtrA ). �This function has a maximum at Grtr = A=2.When Grtr � A (which is indeed true in today'sMBone), then E[RIF ] � Grtr, but this drops o�for large values of Grtr, as shown in Figure 1(a).For example, if addresses are allocated from a spaceof 16 K addresses (as sdr does today), the statereaches a maximum (of 4096 ranges) once 8192addresses have been allocated, and state declinesthereafter.We also observe from Theorem 1 that the ex-pected state used (E[R]) does not depend on thenumber of interfaces. Thus, the number of inter-faces does not a�ect the aggregatability of the input�lter state.

Corollary 1 (Input Filter State for Point-to-Point Links on Bidirectional Trees underRandom Allocation) For point-to-point links be-tween routers on bi-directional trees:E[RIF ] = 0On point-to-point interfaces between routers,where tra�c is not sourced by the routers on ei-ther end, a sparse-mode protocol can use \don'tcares" for addresses without locally-active groups.This is because tra�c only arrives on an interface ifa group was explicitly requested, or if local sourcesare present. Since neither is the case, q = 0 andhence E[RIF ] = 0. �Backbone routers in the core of today's Internet,where minimizing state is most important, typicallyhave at most one LAN interface, but may havemany point-to-point interfaces to other routers.Hence, the corollary is potentially much more sig-ni�cant than the theorem, since an input �lter mayonly be needed for at most a single interface.The reason input �lters are still required for LANinterfaces is that some other router or host on theLAN may have requested data for some groups.Theorem 2 (Input Filter State for Unidirec-tional Trees under Random Allocation) Letaddresses be allocated randomly from a uniform dis-tribution. Let f be the number of interfaces on therouter. For unidirectional trees (ones employing an7
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A (since A � Af=2), as shown in Figure 1(b), wheref = 4 was used. Furthermore, we observe thatfor point-to-point links, E[RIF ] is independent ofA. Thus, the amount of address space between theGrtr locally-active groups is irrelevant and can beignored.Finally, by comparing Figures 1(a) and 1(b), weobserve that for LAN interfaces, unidirectional treesrequire less state than bidirectional trees. However,unidirectional trees use input �lter state on point-to-point interfaces while bidirectional trees do not.Since point-to-point interfaces are the norm in thenetwork backbone, bidirectional trees can provide asigni�cant state bene�t.Lemma1 can also be applied to output �lter statewhen addresses are allocated randomly from a uni-form distribution, as shown in the next theorem.This theorem uses the fact that, for some valuesof a, the value of an output �lter OF 0j(a) doesn'tmatter, as they will not pass any input �lter, Thatis, if IFi(a) = 0 8i, then OFj(a) = d 8j. Thisprovides greater aggregatability of an output �l-ter, since a through a + N can all be aggregatedif OFj(a+ k) = OFj(a) or OFj(a+ k) = d, for 1 �k � N , rather than only if OFj(a + k) = OFj(a).Other potential optimizations, which we will ig-nore, include:� If OFj(a) = 0 for all interfaces j 6= i, thenIFi(a) = d.� If IFi(a) = 0 for all interfaces i 6= j, then

OFj(a) = d.Theorem 3 (Output Filter State under Ran-dom Allocation) Let addresses be allocated ran-domly from a uniform distribution. Let f be thenumber of potential outgoing interfaces. If, for eachgroup, M downstream members are randomly dis-tributed among f interfaces, then:E[ROF ] = GrtrC(1�C)where C = �f � 1f �MProof: Since all unused addresses are \don'tcares", r = 1 � u = 1 � Grtr=A. The probabilityq that F (a) = 0 is the probability that the addressis locally-active, but all downstream members havejoined on other interfaces. Hence:q = u�f � 1f �MLemma 1 then gives:E[ROF ] = Apq=(1� r) = GrtrC(1� C)where C = �f � 1f �M �Again, this is O(Grtr) state when f and M areheld constant. If we vary M , then a maximum ex-ists at M = log 0:5log(1�1=f) (e.g. M � 2:4 for f = 4).Another way of looking at the theorem is by sayingthat E[ROF ] � GrtrC, so minimizing C is desir-able; thus less state is needed as M increases, andas f decreases. For example, for f = 2 (such as a9



router with 3 interfaces using unidirectional trees),E[ROF ] � 2�MGrtr.Hence, if the average number of downstreammembersM of a group grows as IP Multicast usageincreases, then aggregatability could improve dra-matically. This might be the case, for example, ifaudio/video broadcasts reached a large number ofreceivers, such as is the case with other broadcastmediums such as television, cable, and satellite.A subtle point associated with decreasing f isworth mentioning. One cannot simply decrease fby removing redundant links, since this also has theside e�ect of increasing the number of global treeswhich go through the local router. Hence, doing sowould also increase Grtr, bringing it closer toGglob.Finally, Theorem 3 says that aggregatability ofoutgoing interface state is independent of A. Thatis, the amount of address space between the Grtrlocally-active groups is irrelevant and can be ig-nored.4.1 Implications for the InternetAssuming, as we do above, that multicast groupaddresses are randomly allocated and that groupmembers are randomly distributed throughout thenetwork, makes for a worst-case scenario from thepoint of view of multicast forwarding state aggre-gation because they minimize correlation betweengroups.However, even in such a scenario, we can perform

a degree of multicast forwarding state aggregation.How much aggregation we achieve depends on sev-eral factors:� Whether we're looking at the input �lter or theoutput �lter.� Whether the multicast routing protocol is uni-directional or bidirectional.� Whether we are looking at a point-to-point linkor a LAN.The total forwarding state is comprised of both theinput and output �lters, and so we need to minimizeboth.An interesting special case is when we considera bidirectional protocol such as CBT or BGMPoperating over point-to-point links - such a sce-nario might be commonplace in the Internet back-bone. In this case, no input �lter state is neededat all. Figure 2(a) graphs the amount of output�lter state aggregation possible (Number of localgroups/expected number of ranges) as a function ofthe number of interfaces and the mean number ofdownstream group members. Thus each interfacerequires a number of aggregated ranges less than25% of the number of groups traversing the router.Figure 2(b) shows the same data, but graphs theoutput �lter state aggregation ratio, which we de-�ne as the number of groups traversing an inter-face, divided by the number of ranges on that in-terface. This graph assumes group members areequally distributed among interfaces. Thus each in-10
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(b) Per-interface group stateFigure 2: Output Filter State under RandomAllocation as a function of number of interfaces and downstreammembers per groupterface needs a number of aggregated ranges that isless than the number of groups with tra�c exitingthat interface, and often much less for large M orsmall f . Taking input and output �lters togethercompared to a non-aggregated router, such an aver-age backbone router might require less than 25% ofthe state to be held compared to an unaggregatedrouter.An interesting issue arises on local area net-works (such as DMZ's at some network intercon-nect points) with such bidirectional trees. Here aninput �lter must be held, as shown in �gure 1(a),and the number of ranges inversely depends on thesize of the address space the groups are allocatedfrom. For example, if a router holds state for 10000groups randomly allocated from an address range
of 16K addresses, it needs to have 3897 ranges inthe �lter. However, if it holds state for 10000 groupsfrom the entire IPv4 address range of 228 addresses,it will need to hold 9999 ranges. A similar e�ectholds for unidirectional trees such as those built bySparse-Mode PIM. In both cases, the di�erence isnot huge, but it argues in favor of densely allocatingparts of the multicast address space before freeingup additional parts of the address space to be used.Such an address allocation mechanism is currentlybeing proposed in the demand-driven hierarchy ofMASC[20] and AAP[21].11



5 Removing the Independence As-sumptionWhen successive values of a �lter are indepen-dent, minimizing E[R] means minimizing p and q.However, minimization is limited by the constraintp+ q + r = 1 (e.g., p+ q = 1 when r = 0).When the independence assumption is removed,this constraint will no longer hold, providing evengreater opportunities for aggregation, as we will see.That is, if we can improve the chances that 1's and0's will be clustered, then aggregation will improve.In this section, we will investigate the e�ects onaggregatability of various factors in the real Internetwhich break the independence assumption, includ-ing:� Non-random address allocation� Hierarchical address allocation� Clustering of receivers� Multi-group sessions5.1 Non-Random AllocationWhen independent groups are allocated ad-dresses which are not distributed over A in a uni-formly random fashion, then Prob[F (a) = 1] is nota constant.For example, if Gglob groups are assignedaddresses sequentially starting at a0, thenProb[F (a) = 1ja > a0 + Gglob] = 0, whileProb[F (a) = 1ja � a0 +Gglob] > 0.

However, if the groups are still joined randomly,then all results in Section 4 which are independentofA still hold. This is because we have only changedthe location of unused addresses in the range, butnot the independence of the groups used.Hence the aggregatability of output �lter state, aswell as that of input �lter state for point-to-pointinterfaces, is una�ected if addresses were allocated(say) sequentially rather than randomly.5.2 Hierarchical Address AllocationIn the BGMP/MASC architecture [4], addresspre�xes are assigned to domains so that groups inthe same pre�x are rooted at the same place. Thus,the interface towards the tree root is the same forlarge blocks of adjacent addresses. This can havea very bene�cial e�ect on input �lter state for uni-directional trees, since the incoming interface checkcan be aggregated.For example, let us look at input �lter state onpoint-to-point interfaces. For bidirectional trees, in-put �lters are not needed, as explained earlier. Forunidirectional trees using RPF checks, recall thatCorollary 2 gave E[RIF ] = (Grtr=f)(1 � 1=f) forrandom allocation. When all Grtr groups within arange of A addresses have the same incoming inter-face, then for that interface, q = 0 since all locally-active groups have F (a) = 1, and all unused groupshave \don't cares". Since q = 0, the entire �lter forthat range is just IF 0(a) = 1. For interfaces other12



than the incoming interface, p = 0, since no packetsshould be accepted, and hence the entire �lter forthat range is just IF 0(a) = 0.As a result, the amount of input �lter state ona given interface is at most the number of routespointing out that interface. When pre�xes are as-signed hierarchically, this scales as the log of thenetwork size, regardless of the number of multicastgroups.Output Filter Simulations
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Figure 3: Aggregation Ratio as a Function of Groupand MASC Domain SizeTo examine the e�ect of various aspects of non-random group membership on output �lter statefor bidirectional trees, we have written a specialpurpose simulator. We construct random networktopologies which have a transit-stub like arrange-ment by allocating nodes a location on a rectangulargrid, and linking each new node to the closest ex-isting node. Additional long distance links are then

added to turn this tree into a graph, with propertiessimilar to those described in [22].To examine the e�ect of MASC-like address allo-cation, we recursively subdivide the network intodomains of connected routers, and allocate eachdomain a range of addresses. Multicast groupsare then allocated randomly from the range of ad-dresses given to the domain of the \group creator".The e�ect of this aggregation can be seen in Fig-ure 3, which shows the mean aggregation ratio as afunction of the number of members in a group andthe domain size. The network size is 400 nodes.Domain size is measured in routers, and is an up-per bound - the subdivision algorithm attempts toallocate domains of between 33% and 100% of this.We show results only for the busiest 10% of therouters, as these \backbone" routers are the oneswhere we care most about aggregation. We allocatesu�cient groups so that the mean number of groupsper router is kept constant to avoid this weightingthe results as the group size changes. In the graph,a domain size of 1 indicates a special case where wedo not perform hierarchical allocation, but insteadperform random allocation throughout the entirenetwork.This result shows that, as predicted, the aggrega-tion ratio improves with group size (closely relatedto number of downstream members in Theorem 3)and that hierarchical allocation improves aggrega-tion by between 50% and 100%. The size of a do-main is not critical to aggregation.13



5.3 Clustering of ReceiversIn the real Internet, receivers are not randomlydistributed throughout the network, but insteadthey are clustered to some extent. This may bedue to many issues ranging from timezones and lan-guage to belonging to a community of common in-terest that is correlated with network topology. Insome cases, clustering is enforced by administrativescope boundaries[23], but in many cases it simplyemerges.To model clustering, we can separately examinetwo parts of the issue:� Receivers clustering around the group creator.� Receiver clusters scattered throughout the net-work, independent of the location of the groupcreator.The former is the sort of clustering that timezoneissues create, whereas the latter is more like theclustering that happens with communities of com-mon interest.To examine receiver-creator clustering, we use thesame simulator as before, but weight the randomallocation of members so that nodes closer to thegroup creator are more likely to become group mem-bers. This is shown in �gure 4(a) with 12 membersper group. Larger group memberships increase theaggregation ratio but do not a�ect the shape of thecurve.This graph shows aggregation ratio as a function
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(c) As a function of receiver clustering and groupsize Figure 4: Aggregation Ratio14



of mean distance from the sender and domain size,with the mean number of groups per interface keptconstant at 80. The bene�t of MASC-style alloca-tion is still clear, but these simulations also indicatethat clustering about the creator decreases aggre-gatability except when the members are clusteredvery closely around the group creator. It should bestressed that as receivers cluster around the creator,the number of groups the network can support forthe same amount of state increases greatly. Thetotal number of groups for the simulation in �g-ure 4(a) is shown in �gure 4(b). Thus althoughthere's a slight decrease in aggregation ratio for thebackbone routers, the network as a whole can sup-port many more groups for the same amount ofstate when members are clustered in this way.To examine scattered receiver clusters we must�nd a way to replicate the clustering that mighthappen in real networks. To do this we gener-ate a two-dimensional array of randomly allocateda�nities, such that a�nity[i][j] is used to weightthe choice of the members domain, i, based on thegroup creator's domain, j. We then adjust a clus-tering parameter over a range of values from zero,meaning a�nity has no e�ect on the random mem-ber allocation, to one, where a�nity completely de-termines the receiver's domain.Figure 4(c) shows the aggregation ratio as a func-tion of group size and our clustering parameter,with domain size of 15. The e�ect of receiver clus-tering can be quite large, and produces a signi�-
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cant increase in aggregation ratio over purely ran-dom receiver placement. In general, the ability toaggregate improves as groups get denser, and re-ceiver clustering results in relatively dense clustersfor ranges of addresses, thus improving aggregation.It is interesting to look at a scatter plot of aggre-gation ratio broken down by router interface. Fig-ure 5(a) shows aggregation ratio against busynessranking. In this ranking, 1 is the interface withthe most groups joined through it, and higher val-ues indicate successively less busy interfaces. Theparameters here are a maximum domain size of 15routers, no distance weighting, but an inter-memberclustering factor of 0.5, 20 members per group, anda mean of 80 groups per interface. The mean ag-gregation ratio for each value of the busyness rank-ing is also shown. Leaf routers with only one in-terface are ignored, as always. The busiest \back-bone" routers have by far the best aggregation ratio,which is what we would hope for. The dark bandat the top consists of about one-sixth of the inter-faces in this simulation that managed to aggregateall their groups into one range. Most routers arenot so lucky, but a signi�cant number of the busierrouters manage to have fairly high aggregation ra-tios. Contrast this with the same graph generatedwith random address allocation and no clustering in�gure 5(c), and hierarchical allocation without clus-tering in �gure 5(b). The di�erence is small for leafrouters (high ranking), but signi�cant for backbonerouters (low ranking).

5.4 Multi-Group SessionsWe de�ne a \layered" multi-group session as a setof related groups whose members join a non-emptysubset of the groups, in a particular order. Thus amember typically does not join the (i + 1)th groupunless it is also a member of the �rst through ithgroups. Some examples of such sessions include:� multiple-media presentations where low-bandwidth receivers might only want audiowhile high bandwidth receivers might wantboth audio and video,� layered codec schemes such as that employedby RLM [24], and� reliable multicast mechanisms which use lay-ered repair groups, such as to add additionallevels of Forward Error Correction (FEC).When groups in such a session use sequential ad-dresses, a cluster of 1's followed by 0's may appearin �lters. We ran a set of simulations to observe thee�ect of such clusters on interface state. Figure 6shows the results, using 1000 sessions, and averagedover 100 trials.The results of four simulations are shown, for ses-sion sizes (n) of 2 through 5 groups each. The ver-tical axis shows the number of aggregated rangesused, while the horizontal axis shows the averagenumber of groups (k) per session with downstreammembers. Finally, this simulation assumes that anyunused address space can be ignored, as explained16
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Figure 6: Multi-Group Session Allocationin previous sections. Hence, these results apply toinput �lter state for point-to-point interfaces on aunidirectional tree, as well as to worst case out-put �lter state for a given interface (where in theworst case, all groups have a downstream memberon some interface).For each cluster size, the straight lines indicatethe state resulting from using sequential addresseswithin a multi-group session. The parabolic linesindicate the state resulting from using random ad-dresses.The key result of this simulation is that for lay-ered sessions with four or fewer groups, less stateis required if addresses are allocated randomly. Forsessions with more than four groups, less state is re-quired if addresses are allocated sequentially, sinceall groups in a session can be represented with onerange.

The reason for the change at n = 4 can be eas-ily explained mathematically. For 1 � k � n, se-quential addresses yield E[R] = C, where C is thenumber of sessions. For random addresses, on theother hand, Lemma 1 can be applied using A = Cn,r = 0, q = 1 � p. We obtain E[R] = Cnp(1 � p)which has a maximum of Cn=4 at p = 1=2. Hence,for n � 4, random is better. For higher values of n,sequential becomes better.6 Related WorkTian and Neufeld [9] describe a scheme whichavoids keeping any state with a single interface inthe outgoing interface list, by encapsulating packetsinside unicast packets between the upstream anddownstream branching points (or terminii). Thepenalty paid is the CPU overhead of encapsulationand decapsulation, the extra bits on the wire, andthe extra state for more logical interfaces at thetunnel endpoints.Briscoe and Tatham [6] proposed a scheme foraggregation of multicast addresses, but would re-quire changes to all hosts, routers, and applica-tions, which may not be feasible. Since aggrega-tion is done end-to-end, routing state is aggregated,and hence smaller forwarding state can be obtained.They allow addresses to be aggregated into ranges,but a range is not limited to covering changes inthe least signi�cant bits of an address. In thissense, their scheme is analogous to the use of non-17



contiguous masks in Kampai [25], with the sameproblem: a much greater burden in understandingand debugging problems. They also suggest thataggregation could be improved by having the ses-sion initiator specify in some way information aboutthe likely receiver locations. While this is likelytrue, there is no proposed way to specify this, andit makes address allocation quite complicated.A number of recent papers (e.g., [15, 16, 17, 18,26, 27]) have explored alternative data structuresfor unicast forwarding state to provide fast lookups.Such work refutes the old belief that route lookupscould not be done at gigabit and terabit speeds.Whereas most of them provide faster lookups atthe expense of additional state, the Degermark,et.al. [16] method in particular improves perfor-mance by constructing very small forwarding tables,so as to provide a high memory cache hit rate.Draves, et.al. [28] describe an algorithm whichcan be used to compress unicast forwarding state,and which can give an aggregation ratio of about1.7 for unicast. Like our methods, it does not af-fect routing protocol state, and aggregation is per-formed when forwarding state is to be installed.7 ConclusionsIn this paper, we examined the aggregatability ofmulticast forwarding state, and showed that signif-icant potential for aggregation exists.We �rst presented an interface-centric state

model which is more amenable to aggregation thanthe traditional Unix model. We then analyzed itsperformance under purely random address alloca-tion and purely random member placement, andshowed that aggregation is possible by a factor of 4in the worst case, and much higher in other cases.We then simulated the e�ects on aggregationof various factors in the real Internet which ei-ther allocate addresses non-randomly, or which re-sult in non-random member placement. We foundthat such factors can signi�cantly reduce state, andshowed their e�ects on aggregatability. In particu-lar, noteworthy results include:� MASC-style hierarchical address allocation canbe used to reduce state requirements, and im-prove aggregatability by between 50 and 100%.� Aggregatability is signi�cantly higher when re-ceivers are clustered due to interest. Aggre-gatability decreases when receivers are clus-tered around the creator. Both types of clus-tering still lower the amount of resulting staterequired, however.� Aggregatability is greatest on the interfaceswhich are busiest, and hence need it the most.Overall, we believe that state for busy interfacescould achieve an order of magnitude or more reduc-tion using our techniques.In this paper, we have only dealt with perfectaggregation; that is, aggregation which wastes nobandwidth. We leave the issue of trading a small18
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