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MultiSense + SimSensei: Video Demonstration



Human Multimodal Behaviors

▪ Gestures
▪ Head gestures
▪ Eye gestures
▪ Arm gestures

▪ Body language
▪ Body posture
▪ Proxemics

▪ Eye contact
▪ Head gaze
▪ Eye gaze

▪ Facial expressions
▪ FACS action units
▪ Smile, frowning

Verbal Visual

Vocal

▪ Lexicon
▪ Words

▪ Syntax
▪ Part-of-speech
▪ Dependencies

▪ Pragmatics
▪ Discourse acts

▪ Prosody
▪ Intonation
▪ Voice quality

▪ Vocal expressions
▪ Laughter, moans



Multimodal Machine Learning
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We    saw    the    yellow    dog

▪ Empathy

▪ Engagement

▪ Dominance

Social

Clinical
▪ Distress

▪ Depression

▪ Autism

Emotion
▪ Joyfulness

▪ Confusion

▪ Frustration

Multimodal 
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Learning



Prior Research on “Multimodal”

1970 1980 1990 2000 2010

Four eras of multimodal research

➢ The “behavioral” era (1970s until late 1980s)

➢ The “computational” era (late 1980s until 2000)

➢ The “deep learning” era (2010s until …)

❖Main focus of this presentation

➢ The “interaction” era (2000 - 2010)
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Core Challenge 1: Representation

Modality 1 Modality 2

Representation

Joint representations:A

Definition: Learning how to represent and summarize multimodal data in away 
that exploits the complementarity and redundancy.



Joint Multimodal Representation

“I like it!” Joyful tone

Tensed voice

“Wow!”

Joint Representation

(Multimodal Space)



Joint Multimodal Representations
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• Bimodal Deep Belief Network

Image captioning

• Multimodal Deep Boltzmann Machine

[Ngiam et al., ICML 2011]

[Srivastava and Salahutdinov, NIPS 2012]

Audio-visual emotion recognition

• Deep Boltzmann Machine

[Kim et al., ICASSP 2013]

VerbalVisual

Multimodal Representation



Multimodal Vector Space Arithmetic

[Kiros et al., Unifying Visual-Semantic Embeddings with Multimodal Neural Language Models, 2014]



Core Challenge 1: Representation

Definition: Learning how to represent and summarize multimodal data in away 
that exploits the complementarity and redundancy.

Modality 1 Modality 2

Representation

Joint representations:A Coordinated representations:B

Modality 1 Modality 2

Repres 2Repres. 1



Coordinated Representation: Deep CCA
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Learn linear projections that are maximally correlated:

Andrew et al., ICML 2013



Core Challenge 2: Alignment
Definition: Identify the direct relations between (sub)elements from two or 

more different modalities.
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Explicit Alignment

The goal is to directly find correspondences 

between elements of different modalities

Implicit Alignment

Uses internally latent alignment of modalities in 

order to better solve a different problem

A

B



Implicit Alignment

Karpathy et al., Deep Fragment Embeddings for Bidirectional Image Sentence Mapping, 

https://arxiv.org/pdf/1406.5679.pdf



Attention Models for Image Captioning

Distribution 

over L locations

Expectation 

over features: D
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Core Challenge 3: Fusion

Definition: To join information from two or more modalities to perform a 
prediction task.

Model-Agnostic ApproachesA

Classifier

Modality 1

Modality 2

Classifier

Classifier

Modality 1

Modality 2

1) Early Fusion 2) Late Fusion



Core Challenge 3: Fusion

Definition: To join information from two or more modalities to perform a 
prediction task.

Model-Based (Intermediate) ApproachesB

1) Deep neural networks

2) Kernel-based methods

3) Graphical models 𝒙𝟏
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Multiple kernel learning

Multi-View Hidden CRF



Core Challenge 4: Translation

Definition: Process of changing data from one modality to another, where the 
translation relationship can often be open-ended or subjective.

Example-basedA Model-drivenB



Core Challenge 4: Translation

Transcriptions + Audio streamsVisual gestures
(both speaker and listener gestures)

Marsella et al., Virtual character performance from speech, SIGGRAPH/Eurographics Symposium on Computer Animation, 2013



Core Challenge 5: Co-Learning

Definition: Transfer knowledge between modalities, including their 
representations and predictive models.

Modality 1

Prediction

Modality 2

Help during 
training



Core Challenge 5: Co-Learning

ParallelA Non-ParallelB HybridC



Taxonomy of Multimodal Research
Representation
Joint

o Neural networks

o Graphical models

o Sequential

Coordinated

o Similarity

o Structured

Translation
Example-based

o Retrieval

o Combination

Model-based
o Grammar-based

o Encoder-decoder

o Online prediction

Alignment
Explicit
o Unsupervised

o Supervised

Implicit
o Graphical models

o Neural networks

Fusion
Model agnostic
o Early fusion

o Late fusion

o Hybrid fusion

Model-based
o Kernel-based

o Graphical models

o Neural networks

Co-learning
Parallel data
o Co-training

o Transfer learning

Non-parallel data
Zero-shot learning

Concept grounding

Transfer learning

Hybrid data
Bridging

Tadas Baltrusaitis, Chaitanya Ahuja, and Louis-Philippe Morency, Multimodal Machine Learning: A Survey and Taxonomy, 

https://arxiv.org/abs/1705.09406

https://arxiv.org/abs/1705.09406


Recent Progress in Multimodal ML

Multi-View Coupled LSTM

Temporal Attention-Gated

Multimodal Tensor Representation
[ACL 2017, EMNLP 2017]

[CVPR 2017, ACM MM 2017]

[ECCV 2016]



Multimodal Sentiment Analysis
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“This movie is fair”

Smile

Loud voice

Speaker’s behaviors Sentiment Intensity
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“This movie is sick” Smile

“This movie is sick” Frown

“This movie is sick” Loud voice ?B
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“This movie is sick” Smile Loud voice
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“This movie is fair” Smile Loud voice

“This movie is sick” ?

Resolves ambiguity

(bimodal interaction)

Still Ambiguous !

Different trimodal

interactions !

Ambiguous !

Unimodal cues

Ambiguous !
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Multimodal Tensor Fusion Network (TFN)
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Text Image

· · · softmax

𝒀𝑿

e.g. Sentiment

𝒉𝒙 𝒉𝒚

1

Models both unimodal and 

bimodal interactions:

𝒉𝒎 =
𝒉𝒙
1

⊗
𝒉𝒚
1

[Zadeh, Jones and Morency, EMNLP 2017]

𝒉𝒎
Unimodal

Bimodal

Important !



Multimodal Tensor Fusion Network (TFN)

Can be extended to three modalities:

𝒉𝒎 =
𝒉𝒙
1

⊗
𝒉𝒚
1

⊗
𝒉𝒛
1

[Zadeh, Jones and Morency, EMNLP 2017]

Explicitly models unimodal, 
bimodal and trimodal

interactions !
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Experimental Results – MOSI Dataset

Improvement over State-Of-The-Art



Temporal Attention in Videos

Pei, Baltrušaitis, Tax and Morency. Temporal Attention-Gated Model for Robust Sequence Classification, CVPR, 2017



Temporal Attention-Gated Model (TAGM)
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Experimental Results – CCV Dataset
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Pei, Baltrušaitis, Tax and Morency. Temporal Attention-Gated Model for Robust Sequence Classification, CVPR, 2017



Sequence Modeling with LSTM

𝒙𝟏

𝒚𝟏

LSTM(1) LSTM(2) LSTM(3) LSTM(𝜏)

𝒙𝟐 𝒙𝟑 𝒙𝜏

𝒚𝟐 𝒚𝟑 𝒚𝜏



Multimodal Sequence Modeling – Early Fusion

𝒙𝟏

𝒚𝟏

LSTM(1) LSTM(2) LSTM(3) LSTM(𝜏)
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𝒙𝟏
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Multi-View Long Short-Term Memory

MV-

LSTM(1)

MV-

LSTM(2)

MV-

LSTM(3)

MV-

LSTM(𝜏)

[Shyam, Morency, et al. Extending Long Short-Term Memory for Multi-View Structured Learning, ECCV, 2016]



Multi-View Long Short-Term Memory

MV-
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Topologies for Multi-View LSTM
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Experimental Results

Multimodal prediction of children engagement

[Shyam, Morency, et al. Extending Long Short-Term Memory for Multi-View Structured Learning, ECCV, 2016]



Multimodal Machine Learning
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Multi-View LSTM

Temporal Attention-Gated

Multimodal Tensor Representation
[ACL 2017, EMNLP 2017]

[CVPR 2017, ACM MM 2017]

[ECCV 2016]
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