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Reward Function Learning for Dialogue
Management

LAYLA EL ASRI a,b,c,1, ROMAIN LAROCHE a and OLIVIER PIETQUIN b,c
aOrange Labs, Issy-les-Moulineaux, France
bUMI 2958 (CNRS - GeorgiaTech), France

cSUPELEC Metz Campus, IMS-MaLIS Research Group, France

Abstract. This paper addresses the problem of defining, from data, a reward func-
tion in a Reinforcement Learning (RL) problem. This issue is applied to the case of
Spoken Dialogue Systems (SDS), which are interfaces enabling users to interact in
natural language. A new methodology which, from system evaluation, apportions
rewards over the system’s state space, is suggested. A corpus of dialogues is col-
lected on-line and then evaluated by experts, assigning a numerical performance
score to each dialogue according to the quality of dialogue management. The ap-
proach described in this paper infers, from these scores, a locally distributed reward
function which can be used on-line. Two algorithms achieving this goal are pro-
posed. These algorithms are tested on an SDS and it is showed that in both cases,
the resulting numerical rewards are close to the performance scores and thus, that it
is possible to extract relevant information from performance evaluation to optimise
on-line learning.

1. Introduction

Spoken Dialogue Systems (SDS) are interfaces with which users can interact using nat-
ural language. Classically, an SDS is composed of five core components: Automatic
Speech Recognition (ASR), Natural Language Understanding (NLU), Dialogue Man-
ager (DM), Natural Language Generation (NLG) and Text To Speech (TTS). The DM is
in charge of the course of the interaction with the user: it selects system actions depend-
ing on the current state of the dialogue, which is a set of past observations and beliefs.
Reinforcement Learning (RL, Sutton and Barto, 1998) has been suggested for dialogue
management in order to free designers from having to entirely implement the strategy
of an SDS. In this context, dialogue management is modelled as a sequential decision
making problem and is then cast as a Markov Decision Process (MDP, Levin et al., 1997)
or a Partially Observable Markov Decision Process (POMDP, Roy et al., 2000). The DM
selects an action, at a given state, in an attempt at maximising the expected cumulative
reward. The reward function is thereby a concise description of the task ascribed to the
system. Nonetheless, there is no general framework as for the definition of this function.
Most of the time, it is based on designer’s experience and intuition. Paek [2006] even
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describes the reward function as “the most hand-crafted aspect” of RL. Indeed, only a
few studies have been conducted to learn the reward function from data instead of having
it defined by designers.

Walker et al. [1997] designed a PARAdigm for DIalogue System Evaluation (PAR-
ADISE), assessing system performance in terms of the maximisation of user satisfaction
along with the optimisation of dialogue costs such as dialogue duration or the number
of rejections from speech recognition. Afterwards, Walker et al. [1998] as well as Rieser
and Lemon [2011] evaluated user satisfaction according to the PARADISE framework
and then used this evaluation as a reward function. However, many critics have been ex-
pressed concerning PARADISE. Among them, Larsen [2003] pointed out the fact that
the suggested representation of performance as a linear function of task completion and
dialogue costs had no theoretical nor experimental grounding. Besides, task completion
might not always be automatically computable, which makes this approach difficult to
apply to on-line learning.

Another approach aiming to learn from data the reward function of an RL-based
DM is Inverse Reinforcement Learning (IRL) [Russell, 1998] which consists of learn-
ing, from examples of expert behaviour, the reward function that describes best the task
being completed by that expert. Paek and Pieraccini [2008] first suggested to use IRL
on Human-Human dialogues in order to learn a reward function that would enable the
SDS to mimic human operators behaviour. In this spirit, Boularias et al. [2010] learnt a
reward function for a POMDP-based SDS from human-human dialogues, in a Wizard-
of-Oz (WOZ) setting, where a human expert takes the place of the DM: the expert is
provided with user interaction after it was processed by speech recognition and language
understanding and, given this noisy written entry, chooses system interaction. Neverthe-
less, WOZ experiments are expensive processes. Besides, it is not always possible to
learn from a human expert. For example, a DM could have to choose between different
speech styles and then, no human could assure that one speech style is better than the
others: these choices can only be made statistically. Another application of IRL was pro-
posed by Chandramohan et al. [2011] for user simulation. User is modelled as an MDP
and IRL enables to learn the reward function followed by the user from examples of ex-
pert behaviour. The resulting simulator can adapt its strategy to modifications of system
dialogue management.

This paper introduces a new methodology for learning from data a reward function
for an RL-based DM. The inference of the reward function is made on the basis of a cor-
pus of dialogues collected and then evaluated by experts, who are given simple instruc-
tions in order to limit evaluation costs. This paper presents two algorithms which trans-
late this evaluation into a locally distributed reward function that can be used for on-line
learning. From the evaluation given by the experts, these algorithms infer a repartition
of rewards over the state space of the DM, which can significantly accelerate learning
[Ng et al., 1999]. Learning speed is paramount for SDS as it is often difficult to gather
enough dialogues to learn an optimal strategy in a short period of time. The algorithms
were tested on a corpus of evaluated dialogues and the resulting reward function, for both
algorithms, is close to the evaluation of the dialogues. Thus, the apportionment over the
whole state space is well representative of the initial evaluation.

This paper is organised as follows. Section 2 outlines the RL setting and the problem
to be solved. Section 3 describes the inference algorithms and then, Section 4 compares
their respective strengths and weaknesses, presenting the results of their tests on a cor-
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pus of annotated and evaluated dialogues for a given SDS. Finally, Section 5 suggests
directions for future work.

2. Notations

Dialogue management is modelled as a sequential decision making problem cast as
an MDP (S,A,T,R,γ) where S is the state space, A the action space, T the transi-
tion probabilities: ∀ (s,a,s′),T (s,a,s′) = P(s′ | s,a) ∈ [0,1], R the reward function:
∀(s,s′),R(s,s′) ∈ R, and γ ∈ [0,1] a discount factor. This research was applied to the
particular framework of Module-Variable Decision Processes (MVDP) and it implied
that the reward function R should be defined over transitions and not states (see Laroche
et al., 2009 for more details).

A policy π is a function mapping states to actions: ∀ s ∈ S,π(s) = a ∈ A. Rt =
R(st ,st ′)∈R is the immediate reward received at time t, after observing transition (st ,st ′).
The cumulative reward (or return) at time t is defined as rt =∑t ′≥t γ t ′−tRt ′ .Given a policy
π , the value V π(s) of a state s is the expected return E[rt | st = s,π]. Likewise, the value
Qπ(s,a) of a state-action couple (s,a) is Qπ(s,a) = E[rt | st = s,at = a,π]. The aim of
the DM is to find an optimal policy, which is a mapping that selects actions maximising
the expected return. An optimal policy π∗ is such that ∀ π,∀ s,V π∗(s) ≥ V π(s), the
corresponding state value and state-action value functions are respectively V ∗ and Q∗. In
all that follows, time is measured in number of dialogue turns, a dialogue turn being the
time elapsed between two speech recognition results.

The exact state space S of an SDS can be computationally intractable so designers
usually resort to summary state spaces. Summary states are defined as groups of states
sharing similar features. For instance, for a form-filling SDS, the state can be summed
up as confirmed and unconfirmed items instead of reasoning upon the value of each item.
Section 4.2 discusses the conception of this summary state space.

In this context, the problem to be solved is the following. A corpus of dialogues
D1, ...,DN has been collected and, among this corpus, p dialogues have been evaluated
by experts. The evaluation of a dialogue Di consists of a numerical performance score
Pi ∈ [−1,1]. From this evaluation, we seek for a reward function R which will guide
dialogue management towards optimal performance through on-line learning.

The following section proposes two algorithms computing such a reward function,
defined over a summary state space S̃. These algorithms are generic in the sense that
they are not based on any particular type of RL, they might be applied with Monte Carlo
evaluation and control as well as temporal differences or dynamic programming [Sutton
and Barto, 1998].

3. Algorithms

3.1. Reward shaping

This first approach estimates the value of each state according to the performance scores
and then, uses this estimation to model the reward function as the sum of an offset C0 =
V π(s0)2 and a potential-based functionU(s,s′) = γV π(s′)−V π(s).

2estimated as the mean of the performance scores
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First, performance scores are used as returns. Let Pi be the performance score for
dialogueDi; the return at time t is defined as: rt = γ−tPi. As it was noticed byWalker et al.
[1997], Larsen [2003] and Laroche et al. [2011], the number of turns (or, equivalently, the
elapsed time) is often a deciding factor in performance evaluation. Indeed, it is common
to assess that, among two dialogues both leading to task completion, the best one is the
shortest. Thereby, rt is defined as γ−tPi and not γ t fi−tPi (t fi being the final turn of Di).
Otherwise, r0 would be equal to γ t fi Pi and t fi would be counted twice in the return (once
with the discount factor, and another time, hidden in Pi).

The second step of the algorithm is the estimation of the value of each state-action
couple (Q(s,a) ∀(s,a)), from which is deduced a policy π1. Then, V π1(s̃) is evaluated
for each summary state s̃. The reward function is then defined as: ∀ (s̃, s̃′), R(s̃, s̃′) =
U(s̃, s̃′)+ δs̃=s̃0C0, with δ the Kronecker symbol. Thus, the performance estimate P̂ for
each dialogue D is equal to γ t f V π1(s̃t f ), with s̃t f the final summary state of D:

P̂ = r0 = ∑
t≥0

γ tR(s̃t , s̃t+1)+C0 =
t f−1

∑
t=0

γ t(γV π1(s̃t+1)−V π1(s̃t))+V π1(s̃0)

=

t f−1

∑
t=0

γ t+1V π1(s̃t+1)−

t f−1

∑
t=0

γ tV π1(s̃t)+V π1(s̃0)

=

t f

∑
t=1

γ tV π1(s̃t)−

t f−1

∑
t=0

γ tV π1(s̃t)+V π1(s̃0)

=

t f−1

∑
t=1

γ tV π1(s̃t)+ γ t f V π1(s̃t f )−V π1(s̃0)−
t f−1

∑
t=1

γ tV π1(s̃t)+V π1(s̃0)

= γ t f V π1(s̃t f ) (1)

Likewise, the return at time t is defined as ∀ t > 0,rt = γ t f−tV π1(s̃t f )−V π1(s̃t). This
reward function is then used to update the estimation of Q, from which results a new
policy according to which the estimation of V is updated. This process is repeated until
the value of V has converged. The entire method is described in Algorithm 1.

Seminal work by Ng et al. [1999] showed that, in the context of MDP-based RL,
adding a potential-based function F to a reward function R0 did not change the optimal
policy. Using the optimal value function to model the potential-based function can sig-
nificantly increase learning speed, which is a desired property for an on-line learning
SDS and also, more generally, in batch learning, where often only a few reinforcement
episodes can be gathered. Here,V is estimated according to performance scores so the re-
sulting rewards are designed in order for the system to learn to optimise its performance.
On the other hand, with our model of rewards, the return (see equation 1) only depends
on the final state st f so the corresponding optimal policy would be random. Nevertheless,
this difficulty can be overcome if the summary state space is expressive enough and the
final dialogue state is a good indicator of dialogue performance. An example of such a
summary state space is given in Section 4.2.

As it was said previously, Algorithm 1 can be used with any type of RL. Based on
the evaluation and control techniques deployed by the RL method, the state-action value
function Qπk and the policy πk are updated at each step.
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Algorithm 1 Reward shaping algorithm
Require: the evaluated dialogues D1, ...,Dp with performance scores P1, ...,Pp; the
global corpus of dialogues D1, ...,Dp, ...,DN ; a stopping criterion ε
for all Di ∈ D1, ..,Dp do

for all decision dt ∈ Di (score Pi) do
Compute the return ∀ t, rt = γ−tPi

end for
end for
for all (s,a) do
Update the state-action value function: Qπ0(s,a) = 1

n(s,a) ∑
st=s,at=a

rt where n(s,a) is

the number of visits to (s,a).
end for
Update the policy: π1
repeat

for all s corresponding to summary state s̃ do
Update the summary state value function V πk(s̃) using πk and P1, ...,PD

end for
for all Di ∈ D1, ..,DN do

R(s̃, s̃′) = γV πk(s̃′)−V πk(s̃)
R(s̃0) =V πk(s̃0)
for all (s,a) do
Update the state-action value function Qπk(s,a) using R and πk

end for
Update the policy: πk+1

end for
until ‖V πk −V πk−1‖ ≤ ε

return R

The estimation of V πk(s̃) ∀ s̃ depends on the policy πk but V πk is evaluated on the
summary state space, which is not the space that serves as a basis for decisions, so, it
cannot be computed as argmaxa Qπk(s,a). V πk is updated in an off-policy fashion, as a
weighted mean of returns [Sutton and Barto, 1998]. It is important to notice that in order
to be able to compute this estimation, it is necessary for the corpus of evaluated dialogues
to contain observations for each of the dialogue summary states. Generalisation of reward
shaping to unknown states has recently been studied [Konidaris and Barto, 2006] and its
application to this algorithm will be the subject of future work.

Next section proposes a second algorithm which differs from reward shaping in that
it directly estimates from trajectories the value of transitions, without relying on policy
evaluation.

3.2. Distance minimisation

Freire da Silva et al. [2006] introduced Inverse Reinforcement Learning with Evaluation
(IRLE) which, as inverse reinforcement learning, aims to determine the reward function
being optimised by an expert. In an IRLE problem, instead of having examples of expert
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trajectories, it is supposed that there exists an evaluator which can decide the best of two
policies. The inference problem presented in this paper is close to the one described by
Freire da Silva et al.. Indeed, a utility function for the system is deduced from the eval-
uation of p dialogues D1, ...,Dp with performance scores P1, ...,Pp. The difference here
with the approach of Freire da Silva et al. is that an optimal policy cannot be inferred as
the one preferred by the evaluator, only the reward function which best fits this evalua-
tion can be found. Besides, instead of having relative evaluations of pairs of trajectories,
the evaluator provides a numerical performance score for each dialogue so, the reward
function which is closest to the evaluation model can be directly computed. Distance
minimisation is formalised in Definition 1.

Definition 1 Let an MDP\R [S,A,T,γ ]. Let φ = [φi]i=1,...,m be a vector of features over
the transition space (∀ i ∈ [1,m],∀ (s,s′),φi(s,s′) ∈ [0,1]), P = [Pi]i=1,...,p be a perfor-
mance score vector such that each dialogue Di, i = 1, .., p is associated with a perfor-
mance Pi, and dP be a distance measure between P and the reward vector R = wT φ . The
distance minimisation problem consists of finding w∗ such that w∗ = argminw dP(w).

As in the previous section, for tractability, rewards are defined over a summary state
space S̃. For a dialogueD, the return r(D) is defined as a function of the features φ1, ...φm.

r(D) = ∑
t≥0

γ tRt = ∑̃
st ,s̃′t

γ t
m

∑
i=1

wiφi(s̃t , s̃
′
t)

=
m

∑
i=1

wi ∑̃
st ,s̃′t

γ tφi(s̃t , s̃
′
t) = wTΦ(D) (2)

with Φ(D) = (Φ1(D)...Φm(D))T and Φi(D) = ∑̃
st ,s̃′t

γ tφi(s̃t , s̃
′
t)

In what follows, Euclidean distance minimisation is solved, thereby the reward function
being looked for is the one which is closest to the evaluation from a purely numerical
point of view. Section 5 discusses the choice of the distance measure. The optimisation
problem is the following:

minimise dP(w) =
p

∑
l=1

(r(Dl)−P(Dl))
2 =

p

∑
l=1

(wTΦ(Dl)−P(Dl))
2

In a matrix form:

minimise
1
2

wT[2
p

∑
l=1

Φ(Dl)ΦT(Dl)]w−wT[2
p

∑
l=1

P(Dl)Φ(Dl)] = wT[
1
2

Mw−b]

withM = 2
p

∑
l=1

ΦT(Dl)Φ(Dl) and b = 2
p

∑
l=1

P(Dl)Φ(Dl) (3)

3.2.1. Resolution

Matrix M is symmetric. When M is positive and definite, the optimisation problem de-
scribed in equation 3 has a unique solution and it is tantamount to solving the equation
Mw = b.
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M is positive. Let x∈R
m : xTMx = ∑m

i=1 xi ∑m
j=1 x jmi, j = ∑Dl

2(∑m
i=1 xiΦi(Dl))

2 ≥ 0.
Under certain conditions, M is definite. Let x ∈ R

m, according to the precedent deriva-
tion: xTMx = 0⇔ ∀ Dl ,∑i xiΦi(Dl) = 0. Put down L =

(
∑t j∈Dl

γ t j φi(s̃t j , s̃
′
t j
)
)

l,i
. L is a

rectangular matrix of size: the number of dialogues (p) × the number of transitions (m).
M is definite if and only if m dialogues can be selected such that, on this new corpus, all
the transitions have been observed at least once and one cannot find a pair of transitions
which would be systematically correlated in time. Indeed, if this corpus can be found,
let L′ be the matrix formed with the lines of M corresponding to these m dialogues. Ac-
cording to what precedes: ∀ x ∈ R

m, L′x = 0. L′ was chosen so that it would have a rank
equal to m so, its kernel is the empty set. Therefore, L′x = 0⇒ x = 0 and M is definite.
The reverse implication can easily be proved by contradiction.

WhenM is definite,Mw = b admits a unique solution which can be computed using
either a direct (Cholesky decomposition...) or an iterative (conjugate gradient...) method.
When M is not definite, the solution to the minimisation problem described in equation
3 is not unique. The problem can be solved using Tikhonov regularisation and then, it
consists of searching for w∗ that minimises ‖Mw−b‖2+ ‖δw‖2. The parameter δ can
be fixed with the L-curve method or cross-validation.

4. Tests

4.1. SDS architecture

Both reward inference approaches were tested on an SDS (System 3 in Laroche et al.,
2011) that took part to the CLASSiC European project3 evaluation. This system was
designed as an automaton. Some nodes of the automaton include a module, which is a

3Computational Learning in Adaptive Systems for Spoken Conversation, http://www.classic-project.org/

Figure 1. A schematic version of the SDS used for experimentations. Each of the 8 modules is identified by a
number.
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decision point: a module selects an action according to the current state of the dialogue.
This system enables clients to schedule an appointment with a technician whenever they
have troubles with their landlines. Each of its 8 modules has a state space of dimension 1
so one module corresponds to one state. At each state, the system can execute three dif-
ferent actions, consisting of three alternatives of speech style: neutral, calm or dynamic
[Janarthanam et al., 2011]. A schematic display of this system is given in Figure 1, where
a node of the graph stands for a module and an arrow from one module to another indi-
cates a possible transition between these modules during a dialogue (possibly after 0 or
several dialogue turns).

A dialogue is a succession of phases. The classical course of a dialogue phase starts
with a declaration from the system, followed by an answer from the user depending on
which the next phase is decided. For example: the system suggests the user to propose a
date for an appointment (module 3), the user answers with a date, which leads to the next
phase starting with the system telling the user whether this date is available (module 4)
or not (module 2).

CLASSiC System 3 was evaluated on the basis of 740 dialogues. For each dialogue,
the performance of the system was deduced from the overall rating (between -1 and 1)
given by the user who filled a PARADISE-like questionnaire after interacting with the
system [Bretier et al., 2010].

4.2. Summary state space

The summary state space was computed depending on the following features: the cur-
rent phase or information state [Larsson and Traum, 2000] (phase), the number of
turns (#turns), the number of Automatic Speech Recognition (ASR) rejections (#ASR
rejections), the number of user time outs (#time out) and the ASR Score for
the current user interaction (ASRS). Following Rieser and Lemon [Rieser and Lemon,
2011], feature discretisation [Fayyad and Irani, 1993] and correlation-based selection
[Hall, 2000] was used in order to restrict the summary state space of a decision point to
the most relevant set of features. Rieser and Lemon built their SDS from the dialogues
recorded with a wizard being in charge of dialogue management. They selected, at each
decision point, the set of features which was most representative of the decisions made
by this wizard. Contrary to Rieser and Lemon, the features here were not retained accord-
ing to their relevance for decision making: they were the one that, at each decision point,
best explained the difference between the estimated performance expectations from this
point. This choice was motivated by the fact that, here, the state space should be adapted
to the evaluation and not the previous decisions which were made according to a possibly
erroneous reward function. The resulting summary state space was composed of 9 states:
each module was associated to its phase and module 8 was associated to two summary
states: phase = No appointment scheduled and #turns < 12 or ≥ 13.

For distance minimisation, there were as many transition features φi as transitions
τi: φi was equal to 1 at τi and 0 at the rest of the transition space.

4.3. Results

Both reward shaping and distance minimisation were applied to the corpus of 740 eval-
uated calls. All the transitions between summary states had been observed at least once
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but distance minimisation had to resort to Tikhonov regularisation because matrixM was
not invertible. Indeed, as one can see on Figure 1, module 5 is always followed by mod-
ule 3. So, transition 5 �→ 3 always comes after transition 3 �→ 5, which causes column
dependencies in M. Other dependencies were observed which were not as direct as this
one. The parameter of the regularisation was determined using the L-curve method.

Preliminary tests on the summary state space described in Section 4.2 showed that,
when a dialogue did not end with module 7 or 8, in both cases, systematically, the sys-
tem did not compute an appropriate reward. Indeed, when the user hangs up, the system
cannot take into account task completion. Yet, the latter has been proved to be of crucial
importance for users who evaluated this system [Laroche et al., 2011] and also, in gen-
eral, for SDS users [Larsen, 2003, Walker et al., 1997]. Consequently, the performance
of the dialogues which ended because the user hung up was systematically ill-evaluated
by both inference algorithms. In order to overcome this drawback, a hang up state was
added to the summary state space.

The results were compared based on the average Manhattan distance between the
performance scores and the returns. r0(D) = ∑

t f
t=0 γ tRt being the return for dialogue D,

the average Manhattan distance is: 1p ∑p
i=1 |r0(Di)−Pi|. The corpus was separated into

a training set of 540 dialogues and a test set of 200 dialogues. The average Manhattan
distance was equal to 0.31 for reward shaping whereas it was equal to 0.29 for distance
minimisation. The algorithms were also tested with another performance metric which
was defined as: 2× task completion−0.03×#time out−0.05×#ASR rejection−0.01×
#turns. With this metric, the average Manhattan distance was equal to 0.03 for reward
shaping and 0.07 for distance minimisation. Since the performance was completely de-
termined by the same dialogue features as the ones of the state space, it was easier for
both algorithms to deduce an appropriate reward function.

Figure 2 displays the returns computed by reward shaping and distance minimisation
with the overall ratings given by users. Globally, the returns inferred by both algorithms
are coherent with the performance scores. However, Figure 2 shows that some dialogues
are largely overrated by both inferred reward functions. For example, the eighth dialogue
(red points in Figure 2) induced a positive return while user evaluation on this dialogue
was highly negative. This phenomenon is due to the fact that Module 7 is not completely
representative of task completion. Indeed, when users accepted an appointment which
was not the one they had planned, it was considered that the task had not been achieved
so users gave poor ratings to these kinds of dialogues. Therefore, task completion was
not fully observable by the system and the latter tended to overrate dialogues that ended
with module 7, which was, most of the time, synonymous with task completion and
high user rating. This also explains why dialogues ending with task completion seem
underrated (blue points): the value of Module 7 included both successful dialogues and
unsatisfactorily booked appointments.

5. Discussion

The algorithms which have been described represent different approaches. Indeed, re-
ward shaping estimates the value of states and then deduces the value of transitions
whereas distance minimisation directly estimates the value of a transition according to
the expected return after observing this transition. In the previous experiment, both in-
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Figure 2. Comparison of performance evaluation with the return computed by reward shaping (a) and the one
computed by distance minimisation (b) on 50 dialogues.

ference algorithms computed a reward function which was not sparse, i.e. such that the
system seldom receives a reward equal to 0 after a given transition. Yet, the greatest re-
wards are assigned when a final state is reached and intra-dialogue transitions are often
negatively or only slightly positively rewarded. Thus, the trap consisting of aiming for
a sub-task should be avoided. A policy will be learnt with these reward functions and it
will be analysed in future work.

An advantage of distance minimisation is that it points out system idiosyncrasies
(as dependencies in matrix M), which might enable to modify system architecture or at
least enhance one’s comprehension of its behaviour. On the other hand, reward shaping
does not make any assumption about the shape of the reward function whereas distance
minimisation requires to define R as a linear function of features over the transition space.
The choice of these features is strongly related to the conception of S̃ and will be also
discussed in future work.

Furthermore, a hang up state was added to the summary state space. If the dialogue
is modelled in such a way that, when the user hangs up, the system has failed achieving
the task, then the hang up state can be estimated with no ambiguity. Nevertheless, this
might not always be the case. Paek and Pieraccini [2008] take the example of an SDS
dedicated to airline reservation. Task completion depends on the aim of the user, which
might be to make a reservation or just gather information about prices. If the users hang
up, the system cannot know if it is because the users have had enough information or
because they give up trying to get it.

One central issue for both algorithms is the definition of the summary state space. In-
stead of defining the reward function as a linear function of dialogue features like Walker
et al. did, dialogue features are included in the summary state space and the reward func-
tion is based on the evaluation of each summary state. S̃ must thus be coherent with
system performance evaluation. Therefore, future work will consist of a better exploita-
tion of performance scores in order to automatically compute the summary state space
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which best enables to distinguish performance scores. The inference algorithms will then
optimise data exploitation, deducing a reward function from both summary state space
learning and numerical reward learning.

The choice of the distance measure for the distance minimisation algorithm will also
be the subject of future work. One can argue indeed that the Euclidean distance might not
be the most appropriate choice if the aim is to imitate efficiently performance evaluation.
For instance, although system learning will eventually be based on the numerical values
of rewards, it might be preferable to infer a reward function which preserves the ranking
of the dialogues established by the evaluation. In such a case, the distance measure would
be based more on the behaviour of the functions than on their values. The same remark
can be applied to the choice of the Manhattan distance to compare results from both
algorithms: preserving the order of the scores might prevail over numerical proximity.

Finally, an evaluation framework which focuses on dialogue management instead
of estimating general system usability will be designed. Indeed, although dialogue man-
agement is strongly related to system usability, it is not completely responsible for it.
For instance, questions related to ergonomics should be avoided [Hajdinjak and Mihelic,
2007].

6. Conclusion

This paper proposed two algorithms which learn, from a corpus of dialogues evaluated
by experts, a reward function for a Reinforcement Learning-based Dialogue Manager.
Experts are asked, in a simple way, to assess system performance on a set of dialogues. A
locally distributed reward function is then deduced from these scores. These algorithms
were tested on a corpus of 740 dialogues evaluated by users and it was showed that the
inferred rewards were close to the performance scores.

Future work will consist of developing both inferring approaches and a special at-
tention will be paid to the definition of the dialogue system’s summary state space. The
first part of the inference process, which is dialogue evaluation, will also be tackled: an
evaluation framework more precisely designed for dialogue management evaluation will
be proposed.
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