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- Device-Independent...
- Quantum Key Distribution [Acín et al. PRL 98, 230501 (2007),
Pironio et al. PRX 3, 031007 (2013)]
- Randomness Expansion [Colbeck, PhD Thesis (2006)]
- Randomness Amplification [Colbeck and Renner, Nat. Phys. 8, 450 (2012)]
- Self-testing [Mayers and Yao, 39th Proc. Found. Comp. Science (1998)]
- Bell correlations are stronger than entanglement
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## Why Bell correlations in the manybody regime?

- Less studied, because of
- Mathematical complexity
- Experimentally demanding
- Quantum description of multipartite states grows exponentially
- Recent developments
- Permutationally invariant systems
[Tura et al, Science 3441256 (2014), Schmied et al, Science 352 441(2016)]
- This talk: spin systems in one spatial dimension
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$\vee a_{1} \quad a_{2} \quad \vee a_{3}$
$P\left(a_{1} \ldots a_{n} \mid x_{1} \ldots x_{n}\right)$
$d$ outputs $\stackrel{m \text { inputs }}{\Delta}$
$\vec{v}=\{P(\vec{a} \mid \vec{x}) \quad \forall \vec{a}, \vec{x}\}$
Local Polytope $\subset$ Quantum Set $\subset$ NS Polytope

$$
\mathbb{P}_{L}
$$

$\mathcal{Q}$
$\mathbb{P}_{N S}$

## Example:

Charlie's Instructions

$$
\lambda=\{1,3,1,2,4,3,1,1 \ldots\}
$$

Output
$0, x_{3}, 0,1, \overline{x_{3}}, x_{3}, 0,0, \ldots$
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\left.\operatorname{Str}_{\alpha, \beta}^{(i, r)}=\begin{array}{l}
\sigma_{x}^{(i)} \\
\sigma_{y}^{(i)}
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- We want a Bell operator of the form $\mathcal{B}=\beta_{C} \mathbb{1}+\mathcal{H}$
- Taking $m$ measurements in the X-Y plane
- Extra measurement in the $Z$ direction

$$
\begin{aligned}
\mathcal{H} & =\sum_{i=0}^{n-1}\left(t^{(i)} \sigma_{z}^{(i)}+\sum_{r=1}^{R} \sum_{\alpha, \beta \in\{x, y\}} t_{\alpha, \beta}^{(i, r)} \operatorname{Str}_{\alpha, \beta}^{(i, r)}\right) \\
I & =\sum_{i=0}^{n-1}\left(\gamma^{(i)} M_{m}^{(i, 0)}+\sum_{r=1}^{R} \sum_{k, l=0}^{m-1} M_{(k, m, \ldots, m, l)}^{(i, r)}\right)
\end{aligned}
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Classical bound at
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$$
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H:
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If the fermion system has parity -1
Discrete Fourier Transform will diagonalize it

$$
\left(\mathcal{F}_{n}\right)_{k l}:=\frac{1}{\sqrt{n}} \omega^{k \cdot l}, \quad \omega^{n}=1
$$
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- Computationally expensive
- Nonlocality is detected for $n \in\{3,4,5,8\}$

By taking $\gamma=0, \gamma_{00}=\gamma_{10}=-\gamma_{01}=-\gamma_{11}=2,-\gamma_{020}=-\gamma_{021}=\gamma_{120}=\gamma_{121}=1$, we find a classical bound of $\beta_{C}=32$ and a quantum value $\beta_{Q}=8(\sqrt{2}+2 \cos (\pi / 8)+2 \sin (\pi / 8)) \approx 32.2187$ which exceeds the classical bound, showing that the correlations are nonlocal
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Take the Braunstein-Caves (BC) chained inequality for $m$ measurement settings

$$
I_{\mathrm{BC}}=\sum_{k=0}^{m-1}\left(A_{m-k-2} B_{k}+A_{m-k-1}^{[\text {Braunstein and Caves, Ann. Phys. 202, 22(1990)] }} B_{1}\right) \quad A_{-1}=-A_{m-1}
$$

For $m=2$, it is simply the CHSH inequality $A_{0} B_{0}+A_{0} B_{1}+A_{1} B_{0}-A_{1} B_{1}$
[Clauser et al., Phys. Rev. Lett. 23, 880 (1969)]

- Always nonlocal when $\varepsilon= \pm 1$
- Monogamy of correlations dominates when $\varepsilon=0$
[Wang et al., arXiv:1608.03485v3 (2016)]
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## Examples (llb)

- Bell operator is an XY-like Hamiltonian

$$
\mathcal{H}=m \sum_{i=0}^{i=1}\left[1+(-1)^{i} \varepsilon\right]\left(\sigma_{\pi / 2 m}^{(i)} \sigma_{\pi / 2 m}^{(i+1)}-\sigma_{y}^{(i)} \sigma_{y}^{(i+1)}\right)
$$



Asymptotic contributions per particle to quantum value and classical bound

$\tilde{\beta_{C}}=2 \max \{1,|\varepsilon|\}$
$4^{\epsilon}$
Ground state is nonlocal
$\mathrm{E}(\mathrm{t}) \rightarrow$ Elliptic integral of in the blue parameter region

The optimal number of measurements is $m=2$, i.e., when BC is the CHSH inequality
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$$
\mathcal{H}=\sum_{i=0}^{n-1} J_{\mu, \sigma}^{(i)}\left(\sigma_{\pi / 4}^{(i)} \sigma_{\pi / 4}^{(i+1)}-\sigma_{y}^{(i)} \sigma_{y}^{(i+1)}\right)
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100 spins
TI Gaussian distribution
1000 realizations average
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## Let's generalize

- Up to now, we have considered Hamiltonians solvable via the JW transformation
- But the method is not limited to that
- If you can, somehow, access the ground state energy, it is enough
- Spin system
- Short-range interactions
- One spatial dimension
- Up to one's imagination!
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Correspondence can be non-obvious
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## Examples (IVb)

- Using Dynamic Programming, we find the classical bound of $A \frac{1+\varepsilon}{1} B \frac{1-\varepsilon}{I}$ C $\frac{1+\varepsilon}{I}$ D $\frac{1-\varepsilon}{I} E$


$$
\begin{array}{ll}
\beta_{C, \mathrm{I}} & =-n(4+2|\Delta|) \\
\beta_{C, \text { II }} & =-4 n|\Delta| \\
\beta_{C, \text { III }} & =-8-4|\Delta|-(4 n-8)|\epsilon|-(2 n-4)|\Delta||\epsilon| \\
\beta_{C, \mathrm{IV}} & =-8|\Delta|-(4 n-8)|\epsilon||\Delta| \\
\beta_{C, \mathrm{~V}} & =-4 n|\epsilon|-(2 n-8)|\epsilon||\Delta| \\
\beta_{C, \mathrm{VI}} & =-4-(4 n-4)|\epsilon|-(2 n-4)|\epsilon||\Delta| \\
\beta_{C, \mathrm{VII}} & =-4|\Delta|-(4 n-8)|\epsilon|-2 n|\epsilon||\Delta| \\
\beta_{C, \mathrm{VIII}} & =-8|\epsilon|-4|\Delta|-(4 n-8)|\epsilon||\Delta|
\end{array}
$$

Jordi Tura
QIP 2017
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## Conclusions

- To show nonlocality in a many-body system
- Combinatorial optimization: classical bound
- Dynamic programming
- The inequality is non-trivial
- Jordan Wigner
- MPS/DMRG
- Make it experimentally accessible
- Few- (2-)body correlators, ground state energy
- Translationally invariant case
- Closed formulas/Speed improvement
- Toolset to study nonlocality in physically relevant system
- Spin systems, 1 spatial dimension, short-range interactions
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## Outlook

- Contrary to the permutationally invariant case, there is no de Finetti restriction (more robust inequalities)
- In this work, we have seen
- Hamiltonian = particular realization of a Bell inequality
- One can also
- Look for the optimal Bell inequality for a given Hamiltonian
- Only the classical bound needs to be found
- In the fully TI case, how does monogamy of correlations affect nonlocality?
- Generalization to more spatial dimensions?
- Chordal extension and semi-definite programming
- Study persistence of nonlocality
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